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COURSE INTRODUCTION

This course is dedicalted 1o the understanding of core mathematical components and
Algorithms that work behind the functioning of any graphic and animation package.
In facl, the course will help to develop the analytical skills of the learner, so that they
are in a position to understand the requirement of any graphic scene and use the
desired tools for designing the scene accordingly. Nonetheless, in this course we have
also discussed in brief the latest software that are widely used now-a-days to do a
variety of tasks in various fields like advertising, education, publicity, training etc.

This course is comprised of four blocks:

Block I: In this block we will describe in brief various hardware and software of
industrial use. Further, we will examine the application of computer graphics in
various fields of education, entertainment ete, We will also discuss the concept and
algorithm, which works behind the generation of graphic primitives and the
algorithms, which can be uscd to filt the polygons. The block ends with the concept of
2D viewing and clipping.

In Block 1, we have not discussed any technique or algorithm, which can be utilised to
impart transformation to any graphic object. So, here is Block 2, which will tackle
such issues, )

Block 2: Here, we will discuss different transformations, like 2-D /7 3-D
transformations and Viewing Transformations. The block will put emphasise on
various coordinate systems, and transformations, which can be utilised to impart
alterations in size, positicn etc., of any graphic object, the concept of projections and
its types will be also discussed here.

In Blocks 1 and 2, we have not discussed the creation of composile curves, but this

concep! is quite important because graphics cannot be restricted to only lines or circles

or any other fixed shape. So, in order to lackle these issues we tam to Block 3.

Block 3: Here, we will discuss various methods used to represent a polygon, the
concept of Bezier curves, their properties, and application; and emphasise on the
concepl of surface revolution. We will also discuss the concepts and algorithms,
which detect visible surfaces in any graphic scene. In order to achieve realism in any
graphic scene, the contribution of tight and its effects, cannot be ignored at all. So, this
Block will also discuss topics like illumination, shading, and ray tracing, which are
used quite frequently for achieving realism in any graphic scene.

It is not only the transformation or light effects, which contributes to the achievement
of realism in any graphic scene; we also need sound, tinely contralled movement of
graphic cbjects etc. Such combination of [ight, sound, timely contrelled
transformations etc., really helps in achieving realisin in graphic scene. So, these
issucs will be discussed in Block 4,

Bloclk 4: Although infinite lines can pass through a point, there is a possibility that
there is infinite dimension of space. Bul in general, we censider only 3D spaces and
the fowth dimension of time. The Space component is in facl graphics, and when time
vomponent is afso mixed with this 3D space tiien the concept of animation evoives, In
ilis black, we will discussing the involvement of the ime component, with the space
component. So. here we will discuss the basics of animation, types of animations, how
(e simnale aceeleraiion, deceleration eic., in .y animatin, and we will also discuss
the upplications ol animation, Finally, the blovk discusses slultimedia Concepts and
Avpplications.

t know you will [ind this course quile interesting, so let us begin our journey through
lhe course.



BLOCK INTRODUCTION
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This block is dedicated to the understanding of core mathematical components and ~
Algorithms, which work behind the generation of lines, circles; performing clippings
of lines and polygons. The block will discuss briefly the latest software that are widely
used now-a-days to do a variety of tasks in various fields such as advertising,
education, publicity, training etc.

This block is comprised of three units:

Unit 1: In this Unit, we have described various Hardware and Software, which are of
industrial use. Further, we have described the applications of computer graphics in
various fields of education, entertainment ete.

Uit 2: Here, we have discussed the concept and algorithm, which works behind the
generation of graphic primitives. We have also discussed the algorithms, which can be
used to fill polygons.

Unit 3: As the ultimate goal of graphics is to achieve reatism, and there is no doubt
that 2D viewing and clipping are the concepts that contribute to the achievement of
this goal. So, this unit discusses algorithms for point, line and polygon clipping.
Nonzthelcss, w= have also discussed windowing transformations that are quite fruitful
in transforming the reat world scene to the graphics world scene.
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1.0 INTRODUCTION

zarly man used drawings to communicate even before he leamnt 1o talk, write, or
:ount. Incidentally, these ancient hieroglyphics (picture-writings) communicate as
xell today, as they must have done thousands of vears ago, this fully supports the
;aying that “A picture is worth a thousand words™ and in the era of computers we can
1dd on 1o it or we may as well revise the saying to “A computer is worth a mitlion
sctwres!”  s0, you can estimate the power of a comiputer as 4 communication system,

Now, with the advances in computer hardware and saoftware, graphics has come a full
sircle and, more and more peeple are ieaching and-learning, communicating and
sharing their ideas through the medium of graphlcs By graphics, we mean any
iketch, drawing, special arlwork or other material that pictorially depict an object or &
wrocess or othenwise conveys informarion, as a supplement (o or instead of written
lescriptions, and the utiljsation of computers to accomplish such tasks leads te a new
liscipline of computer graphics. Traditionally, graphics has referred to engineering
Irawings of buildings, bridges, machine parts etc. and scienlific drawings such as x-y
rurves, nebwork and process flowcharts. In recent decades, graphics has ventured into
ndustrial design, advertising and other artistic endeavours. During the last few years,
iven newspepers and periodicals aimed at the common man have begun to utilise
waphics to present quantitative news such as selection results and production
itatistics. Computer graphics can do all this and more. In fact, the power ard cusy
wyaitability of computer grophics have increased the vse of pictures o replace and
wgment words te describe, educate, or inform a wide voricty of audiences. on a wide
striety oi subjects.

n this unit, we shall concenirate on 1he-graphic capabiiities and potential of the digilal
:omputer plus we will discuss the meaning of the ierm graphics and its types, in
wditlon to which, we will also discuss the hardware used for practicat applicalion of
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graphics in different streams of life. The software section however, will be discussed
in Block 4 of this course.

1.1 OBJECTIVES

After completing Lhis unit, you should be able to:

e describe computer graphics, its features and characteristics;

» discuss applications of computer graphics in various fields, and !
e describe various types of hardware, required to work with graphic systems. ;

1.2 WHAT IS COMPUTER GRAPHICS?

The meaning of the term Graphics, is Graphical Tricks. Every image or picture isin |
Tact a graph and when different mathematical tricks are used to manipulate some '
change in its properties like shape, size, motion etc., through the help of computers |
then, the representation is nothing but compuler graphics, so we can say that .l
“Computer Grapnics (CG) is the field of visual computing, where one utilises .
computers both to generate visual images synthetically and to integrate or alter visual ™"
and spatial information sampled from the real world.” Or “Computer Graphics is the !
pictorial representation manipulation of data by a compuier” Or “Computer ;
Graphics refers 1o any sketch, drawing, special artwork or ather material generate:
with the help of computer to pictorially depict an object or a process or otherwise®
convey information, as a supplement to or instead of writien descriptions”. Computer
Graphics is a complex and diversificd field. A Picture is a fundamental cohesive
concept in Computer Graphics. Each picture consists of points called pixels :
(Picture- element). If we consider a complex picture, then complex database for pixels ¢
are considered, hence, complex algorithm are required to access them. These complex
database contain data organised in various data structures such as ring structures,
B-iree ele.

In our carlier courses CS-60, we had learncd mathematical tricks to do jugglery witn
the graphs that resulted from different fur _tions, now let us learn how to juggle with
graphics by using computers. There are ziy algorithms, which can be materialised
to produce graphical effects on the screen through several graphical 1ools based on
different languages that are available in the market.

Computer graphics can be broadly divided into the following classes:

« DBusiness Graphics or the broader category of Presentation Graphics, which refers
to graphics, such as bar-charts (also calied histograms), nic-charts, pictograms '
(i.c., scaled symbals), x-y charts, etc. used to present quantitalive information to
inform and convince the audience.

s Scientific Graphics, such as x-y plots, curve-fitting, contour plots, sysiem or
program flowcharts erc.

o Scaled Drawings, such as architectural representations, drawings of byildings,
bridges, and machines,

+  Cartoons and artwork, including advertisemenls.

= Graphics User nlerfaces (GUIs) which are the images that appear on almoct »l!
computer screens these days, designed 1o help the user utitise the soltware withou
having to refer to manuals or read a lot of text on the menitor. :

We will discuss the various classes of computer graphics mentioned above in the
foliowing sections of this unit. ;



The mast familiar and useful class of computer graphics involves movies and video
games. Movies generally need graphics that are indistinguishable from physical
reality, whereas video games need graphics that can be generated quickly cnough to
be perceived as smooth motton. These two needs are incompatible, but they define
two-ways of communications between users and computations. In video games, the
subject matter of computations is generally characters chasing and shooting at each
other. A more familiar use of computer graphics exists for interacting with scientific
computations apart from movies and games. This familiarisation of the use of
computer graphics has influenced our life, through simulations, virtual reality,
animation, we can extend the scope of education, enterlainment, analysis ete. So, in
global terms Computer graphics can be categorised in two ways:

Interactive Computer Graphics which is interactively used by users e.g., games. We
will discuss details about this type of graphic systems in Block 4.

Passive Computer Graphic which has no option for users to inleract or use compuler
graphics e.g., movies. We will discuss details about this type of graphic systems in
Block 4.

1.3 APPLICATIONS

Research in computer graphics covers a broad range of application including both
photorealistic and non-photorealistic image synthesis, image-based modeling and
rendering and other multi-resolution methods, curve and surface design, range
scanning, surface reconstruction and modeling, motion capture, motion editing,
physics-based modeling, animation, interactive 3D user interfaces, image editing and
colour reproduction. Work is going on in various fields bul computer vision is a hot
topic, where research tackles the general problem of estimating properties of an
object or scene through the processing of images, both 2D photographs and 3D range
maps. Within this broad scope, we investigate efficient ways to model, capture,
manipulate, retrieve, and visualise real-w:orld objects and environments.

Once you get into computer graphics, you'!l hear about alt kinds of applications that
do alt kinds of things. This scction will discuss not only the applications but also the
software suitable for that type of application, so it is necessary to give you an
understanding of what various applications do. While working on a project, you may
need images, brochurcs, a newsletter, a PowerPoint presentation, poster, DVD etc,
Thus, the question arises what software do I need to get my job done. The section will
help to straighten all of that out in your head. Hopefully, if you know what does what,
you won’t waist money duplicating purchases, and when other designers or
co-workers are talking shop, you’lt know what is geing on.

Graphic design applications are basically broken down on the basis of a few
considerations. The first two considerations are, “Is your project for print, or web”.
When I say web, what I really mean is monitor based publishing. This means that you
are going to see your work on a computer screen, and television, or a big screen
projector. So, as you read through this section, whenever we say “web based”, we
m.an monitor based. Beyond print and web, heie are the various categorics that we
can ihink of that various applications woulc fit into; hirage Manipulation; Vector
Uraphics; Page Layout; Web sight development; Presemation Software; Video
Cditing; DVD Production; Animation and Interactivity etc. If you are creating. or
learniny to create graphic design, computer art, or maybe “Digital Media” is the term
Ihat we should use, then it’s a good thing to understand the function of each
awpplication. There are many applications in the market and most of them are

Introduction to
Coemputer Graphics
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expensive. A few of the various application areas that are influenced by Computer
graphics are: : :

Presentation Graphics

Painting and Drawing |
Photo Editing '

Scientific Visualisation

Image Processing

Education, Training, Entertainment and CAD

Simulations

Animation and Games

Let us discuss these fields one by one. _ '

1.3.1 Presentation Graphics |

The moment you are going to represent yourself or your company or product or
research paper etc. simply standing and speaking i¥ quite ineffective. Now, in such a
situation where no one stands with you, your uitimatc cofnpanions are the sjides
which have some information either in the form of text, charts, graphs etc., which
make your presentation effective. If you think more deeply, these are nothing but the
ways some curves (text/graph/charts) which are psed in some sequence and to create
such things, graphics is the ultimate option, this application of graphics is known as-
presentation graphics, which can be done very effectively through computers nowei-
days. There are some softwares which helps you present you and your concemed )
effectively. Such application softwares are known as Presentation Graphics
softwares — which is a software that shows information in the form of 2 slide
show (A slideshow is a display of a series of chosen images, which is done for-nctisti
or instructional purpases. Slideshows are conducled by a presenier using an apparahy
which could be a computer or a projector). '

Three major functions of presentation graphics are:
e an editor that allows text to be inserted and formatted,

e amethod for inserting and manipulatizg graphic images, and
e aslide-show system to display the content.

TTITISI T e - o
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The program that helps users to crcate preseniations such as visual aids, handouls, anc

overhead slides to process artwork, graphics, and text and produce a series of

“sslides’— which help speakers gel their message across are presenalion grapkics

softwares.

Example programs inciude some sofiwares like Apple’s Keynote, Openoffice’s

(Star Office-by Sun microsystems) Impress, Microsoft Powerpeint and {for !

multimedia presentations, incorporating moving pictures, and sounds} Mzcromedia“ .
Director. Custom graphics can also be created in other programs suchas Adobe
Photoshop or Adobe Hlustrator and then imporled. With the growth of video and
digital photography, many programs that handle these types of media also mclude
prescitation functions for displaying themina similar “slide show™ fonnet,

Similar to programming exicnsions for an Operating sysiwm of web browser, Cadd
ans” or plugins for presentalion programs can be used to enhance theiy capabilitics.
For example, it would be useful lo export a PowerPoint presentation as a Flash .
animation or PDF document. This would make delivery (through removable media or
sharing over the Internet easier. Since PDF [iles are designed to be shared rcgardiessf



of platform and most web browsers already have the plugin to view Flash files, these
formats would allow presentations 1o be more widely accessible.

We may say that Presentation graphics is more than just power point presentation
because it includes any type of slide presentation, bar chart, pie chart, graphs and
multimedia presentation. The key advanlage of this software is that it help you show
abstracts of representation of work.

Note: There are some softwares like canvas that improves the presentation created
through powerpoint or keynote software. Although these software packages
contain a lot of handy features, they lack many vector and image creation
capabilitics, therefore, creating a need for a graphic/illustration program.
Scientists, engineers, and other technically-oriented professionals often call
upon Canvas and its host of vector, image editing, and lext features to create
the exciting visual components for their presentation projects.

General questions that strike many graphic designers, students, and engineers rushing
to import their illustrations and images into presentations are:

e What resolution should be used?
¢ Which file format is best?
« How do [ keep the file size down?

Let us discuss in brief the suitability of the technique (Vector or Bitmap), and the file
. format appropriate to the creation of a better presentation.

Resolution

Graphic illustrations are used in presentations to help convey an idea or express a
mood, two kinds of illustration graphics are:

1) Vector, and
2} Bitmap.

You may wonder which one of these is a better format when exporting to some
software PowerPoint or Keynote or impress. The truth is that there are different
situalions that call for different methods, but here ure some things to look out for.
For instance, vectors are objects that are defined by anchor points and paths, while
bitmapped graphics are digital images composed of pixels. The advantage of using
vector graphics is that they are size independent, meaning that they could be resized
with no loss iu quality. Bitmapped graphics, on the other hand, provide a richer depth
of colour but are size dependent and appear at the stated 72 dpi size.

File format

Say, we want an image of a Fly. The wings are partially transparent and (o represent
that in our presentation what be problematic if proper file format is not there. This
choice of file format is hidden in the software that you may be using. Two cases for
the same situation are discussed below:

[4]

The right file format that will allow us to create a transparent background in
Keynote presentation. tven ihough Keynote ceuld import all common file
formats such as GIF, JPG, and BMP, there is one format that will work
particutarly well which is .PSD. Using .PSD (Photoshop format) we are able lo
easily place a transparent image, even partially transparent sectiops of thé image,
such as the wings of the fly, as well as retain their properties.

Introduction to
Computer Graphics
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» The right file format that will allow us to create a transparent background in
PowerPoint. Even though PowerPoint could import all commoen file formats such
as GIF, JPG, and BMP, Lhere are two parlicular (ile formats that will work -
exceplionally well: TIFF and PNG. Using TIFF (Tagged-Image File Format) or :
PNG (Portable Network Graphic), we could casily remove the unwanted
background quickly and easily in PowerPoint, a feature not available to the cther
mentioned file formats. '

Note: TIFF or PNG: TIFF has been around longer than PNG, which was originally ‘
‘designed to replace GIF on the Web, PowerPoint works well with both these
files when creating transparent backgrounds but generally PNG creates smaller
file sizes with no loss of quality.

1.3.2 Painting and Drawing

When we ralk about graphics, we mean pictures, and pictures can be either i
illustrations or photographs. 1f you want to get graphics inlo 2 Web page or
multimedia presentation, you either have to create them in some kind of graphics ;
application by drawing or painting them right there in the application, or bringing ’
them into the application viz a digital camera or scanner, and then editing and saviny
them in a fonin suilable to your medium.

Many sofware applications offer a variety of [eatures for creating and cditing pictires
on the computer. Even mullimedia authoring and word processing programs incivde
some simple features for drawing on the computer. -

So, painting and drawing application in computer graphics allows the user o pick and
edit any object at any time. The basic difference is as follows:

R

Drawing in a software application means using tools that create “objects,” such as
squares, circles, lines or text, which the program treats as discrete units. [f you draw a
square In PowerPoint, for example, you can click anywhere on the square and move &t
around or resize it. It’s an object, just like typing Lhe letter “e” in a word processor.
i.e., a drawing program allows a user to position standard shape (also called symbols,
lemnplales, or objects) which can be edited by translation, rotations and scaling
operations on these shapes.

Painting funclions, on the other hand, don’t create objects. If you look at a compu
screen, vou'll see that it’s made up of millions of tiny dois called pixels. You’} sce
the samc thing in a simpler form if you look at the colour comics in the Sunday
newspaper — lots of dots of different colour ink that form a picture. Unlike a drawing
function, a paint function changes the colour of individual pixels based on the tools
you choose. In a'photopraph of a person's face, for example, the colours change
gradually because of light, shadow and complexion. You need a paint fanction to
create this'kind of cffect; there’s no object that you can select or move the way you
can with the drawn square i.e., a painting program allows the user 1o paint arbitrary
swaths using brushes of various sizes, shapes, colour and pattern. More painting
nragram nilicws placement of such predefined shapes as rectangles, polvpon and
canvas. Any pail of the canvas can be edited at pixel ievel.

The reasen why the differences are importani is that, as noted carlicr, many ¢iffenn
kinds of programs offer different kinds of graphics {eaiures at different levels of
sophistication, but they tend to specialise in one or the other. For example:

l} diuny word processors. like Word, offer a handiui of simpie dravejpe funciiony
They aren’t that voweriud, but if all you need is a basic illustration made up of :
simple shapes (o clarify 2 point, they’re rine. i



2)

3

Introduction to

e . . . Computer Graghler
Some programs specialise in graphics creation. Of these, some are all-purpose

programs, like KidPix, which offers both drawing and painting functions. KidPix
is targeted specificatly at childrens it has a simplified interface and lacks the
sophisticated functions a professional artist might want.

Other programs, like Adobe PhotoShop, specialise in painting functions, even
though they may include drawing lunctions as well. Painter is a paint-oriented
program that offers highly sophisticated, “natural media” functions that

approximate the effects of watercolours or drawing with charcoal on textured

paper.

Other graphics programs, such as Adobe [fustrator, specialise in drawing for
professional artists and designers; AutoCAD is used mainly {or technical and
engineering drawing. :

Page layout, presentation, multimedia authoring and Web development programs
usually contain a variety of graphics functions ranging from the simple to the
comptex, but their main purpose is composition, not image creation or editing,
That is, they allow you 1o create or import text and graphics and, perhaps, sound,
animation and video.

Most of the graphics features in these types of programs are limited to drawing
functions because they assume that you will do more complex work in a program
dedicated 1o other functions (e.g., writing in a word processor, editing photos in a
paint program), then import your work to arrange the different pieces in the
composition program. (Some multimedia authoring systems, however, also offer

painting and drawing functions.)

By the way, the differences in composition programs are mainly in the form of

-, their output: Page layout programs, such as PageMaker and QuarkXPress, are for

composing printed pages; presentation and multimedia authoring programs, such
as PowerPoint and HyperStudio, are for slide shows and computer displays; and
Web development applications, like Netscape Composer, are for, well, Web

pages.

What if you are going 1o make & magazine, newspaper, book or maybe a
multipage menu for a restaurant, In that case, we need a page layout program.
The well known softwares in page layout are:

a) Quark Express

b) Page Maker (Adobe)
¢) Indesign {Adobe)

d) Publisher (Microsoft)

The Queen of Page Layout is Quark Express, owned by Quark Expressl and
Indesign is the King owned by Adobe and finally there is Microsoft Publisher,
which is very casy to use. '

To Create posiers, brochures, business cards. stationary, coffec mug design, cereal
ones, candy wrappers, haif galion jugs of orange juice, cups. or anything clse
you sec in print. most designers are going tv use vectonsed programs fo make
thicse things come (o life. Vecwors are wonderful because they print extremecly
well, and you can scale them up to make them large, or scale theri down to make
them small, and there is no distortion. Adobe Hlustrator is the King of Vectar
Programs, hands down. In Adobe Iliustrator, you can create a 12 foot, by |2 foot
document. If we are going to .~ e anything that is going to be printed, we are



Raster Graphics snd

Clipping doing it in DNiustrator. Anything that you create in lllustrator, and the text you use,
will come out great. The thing is, 1llustrator is hard to learn. It is not an intuitive
program at all. This is because vectors use control points called paths and anchor
points. To someone new, they are hard to understand, find, as:d <ontrol. That's
another story. If you are making a poster, you would make you: logo, artwork and
text in Illustrator. You would still manipulate your images in I’hotosh p, and then,

“place” them to the [llustrator.
5 Check Your Progress 1
1) What are the application areas of Computer Graphics. Write short notes on each. I
2) What are the file formats available for Presentation Graphics?
3) Write the full form of (1) TIFF (2) PNG.
................................ i.

6) Give some softwares that are suitable {or Page Lay out generators like multipage
menu for a restaurant?

7 s Powerpeini the only presentaiics graphics seftware availadte? 1 no, then, name

some soffwares and their develonors otherwise provide features of the Powerpaint
soflwares.



Introduction to
Computer Graphics

1.3.3 Photo Editing .

Photo-editing programs are paint programs—it’s just that they include many
sophisticated functions for altering images and for controlling aspects of the image,
like light and colour balance.

For the most part, any paint program can open and display a digital photo image, but it
will probably not offer the range and depth of features that a true photo-ediling
program like PhotoShop does.

Note: KidPix is a general graphics program and PhotoShop is an image-editing
program. PhotoShop is the standard used by almost all professional artists and
image editors. Key graphic application involves image editing or
manipulation, No matter what type of design you are creating, you are going
to manipulate some images. You might change the content of the images,
crop, resize, touchup, falsify, fade in, fade out, and/or whatever. Anything that
you are going to do to change an image will get done in an image editing or
image manipuiation application.

There are three big players in image manipulation:

1) PhotoShop (Adobe)
2) FireWorks (Macro Media)
3} - Corel (owned by Corel)

Almost everything you see in print or on the web has gone through PhotoShop. It is
the king of image manipulation. With PhotoShop you can make anything look real.
Photoshop comes bundled with a program called, “ImageReady”.

imageReady helps your created animated gif, web site rollover effects, image maps
and more. Most people that own PhotoShop use less than [0 per cent of its powerful
tools.

Fireworks is a super image manipulation application. The thing is, if you open the
program, many of the icons, the tool bar, the panels and many of the options in the
drop down menus look just like options in PhotoShop. It kind of looks like somebody
copied the other persons application.

Note:

* Video editing is in a new and revolutionary stage. Computers really weren't ready
to cdit video affordably until right now. Right now, if you have a fast compuler
and a lot of storage memory, you can create video segments just like anything you
sec on TV. And, it works well. I would say that the most popular video editing
programs are;

IMovie (apple. Not the best, but easy to use.)
Adobe Premiere (Adobe) ’

Final Cul Pro (Apple)

Studio Version 9 (Pinnacle Systems)

¢ Web Design and Editing
To make and cdit a website, the big three scftwares are:

1y DreamWeaver (MacroMedia)
2) Trontpage (MicroSoft)

3} GoLive(Adobe)

4} Netscape Composer (Nelscape).

13
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Most web developers use DreamWeaver. It is a super tool. 1t will write your html,
¢ss, javascript and create your forms. Tt is the best. :

Frontpage is known for writing lots of code that you don’t need. Go Live is great, but
[ have never met a person that uses it.

We listed Netscape Composer basically because it is free. It’s not a bad product for
free. We teach a lot of people, “Intro do web design,” and if they don’t have any

software to make web pages, aud if they don’t want to [eamm html, we show them
Composer.

1.3.4 Scientific Visualisation

it is difficult for the human brain to make sense out of the large volume of numbers

produced by a scientific computation. Numerical and statistical methods are useful for

solving this problem. Visualis: tion techniques are another approach for interpreting
large data sels, providing insights that might be missed by statistical methods. The
pictures they provide are a vehicle for thinking about the data.

As the volume of data zccurnulated from computations or from recorded
measurements increases, it becomes more imporiant that we be able to make sense out
of such data quickly. Scientific visualisation, using computer graphics, is one way to
do this.

Scientific visualisation involve interdisciplinary research into robust and effective
computer science and visualisation tools for solving problems ih biology, acronautics,
medical imaging, and other disciplines. The profound impact of scientific compuling
upon virtually every area of science and engineering has been well established. The
increasing complexity of the underlying mathematical models has also highlighted the
critical role to be played by Scientific visualisation. It, therefore, comes as no surprise
that Scientific visualisation is one of the most active and exciting areas of
Mathematics and Computing Science, and indeed one which is only beginning to
mature. Scienlific visualisation is a technology which helps to explore and understana
scientific phenomena visually, objectively, quantitatively. Scientific visvalisation
allow scientists to think about the unthinkable and visualise the unviable, Through this
we are seeking to understand data. We can generate beautiful pictures and graphs; we
can add scientific information (lemperature, exhaust emission or velocity) to an
existing object thus becoming a scientific visualisation product.

Thus, we can say scientific visualisation is a scientists tool kit, which helps to
simulate insight and understanding of any scientific issue, thus, helping not only in
solving or analysing the same but also producing appropriate presentations of the
same. This concept of scientific visualisation fits well with modeling and simulation.
The Figure I describes steps for visualisation of any scientific problem under
consideration, these stzps are followed recursively to visualize any complex siluation.
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Figure T+ Steps for Visualisation of any scizatific problem ——
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Hence, computer graphics has become an important part of scientific computing. A Computer Graphics

large number of software packages now exist 1o aid the scientist in developing
graphical representations of their data. Some of the tools or packages used to express
the graphical result for modeling and simulation of any scientific visualisation are:

Matlab (by The Math Works Inc.)

Mathematica or Maple {graphical computer algebra system)

Stella {models dynamic systems)

1DS (Interactive Data Systems) by Research System Inc.

AVS {Application Visualisation Systemn) by Advance visual System Inc.
Excel.

1.3.5 Image Processing

Medern digital tecﬁnology has made it possible for the manipulation of multi-
dimensional signals with systems that range from simple digital circuits to advanced
parallel computers. The goal of this manipulation can be divided into three categories:

1) Tmage Processing image in -> image out
2} Image Analysis image in -> measurements out
3) Image Understanding image in -> high-level description out

We will focus on the fundamental concepts of image processing. We can only make a
few introductory remarks about image analpsis here, as to go into details would be
beyond the scope of this unit. Image undersianding requires an approach (hat differs
fundamentally from the theme of this section. Further, we will restrict ourselves to
two-dimensional (2D} image processing although, most of the concepts and
techniques that are to be described can be extended easily to three or more
dimensions.

We begir with certain basic definitions. An image defined in the “real world” is
considered to be a function of two real variables, for example, a(x,y) with a as the
amplitude (e.g., brightness) of the image al the real coordinate position (x,). An
image may be considered to contain sub-imazes sometimes referred to as
regions-of-interest, ROIs, or simply regions. This concept reflects the fact that images
frequently contain collections of objects each of which can be the basis for a region.
in a sophisticated image processing system it should be possible to apply specific
image processing operations to selected regions. Thus, one part of an image (region)
might be processed to suppress motion blur while another part might be processed to
improve colour rendition.

The amplitudes of a given image will almost always be either real numbers or integer
numbers. The latter is usually a result of a quantisation process that converts a
continuous range (say, between 0 and 100%) to a discrete number of levels. In certain
image-forming processes, howcver, the signal may involve photon counting which
implies that the amplitude would be inherenlly quantised, In other image forming
nrecedurces, such as magnetic resonance imaging the direct physical measurement
yiclds a complex number in the form of a real magnitude and a real phase.

A digital image afm.z2] deseribed in a 2D dis.icie spane 1. derived from an analog
iimage afx.y) tn a 2D continuous spuce through a sampiing process that is frequently

referred to as digitisation.

Letus discuss details of digitization. The 2D continuous image a(x,y) is divided into &
rows and M colimns. The intersection of a row and a column is termed a pixel. The
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- o Mgre commaon than remote sensing software.

value assigned to the integer coordinates [m,n] with {m=0,1,2,.. .M -1} and
{n=0,1,2,..,.N =1} is a[m,n]. In fact, in most cases a(x,y) - which we might consider to
be the physical signal that impinges on the face of a 2D sensor - is actually a function
of many variables including depth (z}, colour (A), and time (f). The effect of
digitisation is shown in Figure 2.
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Fipure 2: The effect of digitization

' The image shown in Figure I has been divided into N =30 rows and A =30 columas .

for digitisation of a continuous image. The value assigned to every pixel (pixel at
coordinales [77=10, n=3]) is the average brightness in the pixel rounded to the ncarest
integer value. The process of representing the amplitude of the 2D signal at a given
coordinate as an integer value with L different gray levels is vsually referred to as
amplitude quantisation or simply quantisation.

Example Tools and Software for Image Processing F

Certain tools are central to the processing o f digital images. These include
mathematical tools such as convolution, Feurier analysis, and statistical descriptions, *
and manipulative lools such as chain cods and run codes. Bul these tools are worked
with at very core levels, in general we use some software to process the image with

the help of computers. Some of the categories of image processing software with their
respective examples and features are listed below:

. 1) Graphics Image Processing: The most commonly used software is: Photoshop.

Features:

Most common image processing software.

Focuses on creating a pretty picture.

Usuatly limited to popular graphics formats such as: TIFF, JPEG, GIF
Best suited for working with RGB (3 band) images.

Does nol freat an image as a “map”.

2) Geographic Information Systems (GIS): The most commonly used software is:
ArcMap.

Features:

= Works within a gcographic contexi.

¢ Great for overlaying multipte vector and raster layers.

s [t has a somewhat limited analysis al!hough capability, these limitations are being
reduced.
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3) Remote Sensing Packages: Commonly used software example is: ERDAS Computer Graphics

Features:

¢ Best suited for satellite imagery.

s  Uses geo-spatial information.

e Easily works with multi-spectral data.

e Provides analysis functions commonly used for remote sensing applications.
e Often easy to use but it helps to be familiar with remote sensing.

4) Numerical Analpsis Packages: Commonly used software is: MatLab.

Features:

¢ [ocus usually on numeric processing.

¢ Programming or mathematical skills usually helpfui.
e Used to build more user-friendly applications.

5) Web-bused Services: Commonly used software is: Protected Area Archive,

Features:

o Image display, roam, zoom.

¢ Image enhancement.

* Simple image processing.

¢ Distance and area measurement,

» Camparison of old and ncw images.
Image annotation (adding text, lines, etc).

* Overlaying vector layers,

Note:

I) Images are the final product of most processes in computer graphics. The ISO
(Intemational Standards Organization) defines computer graphics as the sum total
of methods and techniques for concerning data for a graphics device by computer,
it summarise computer graphics as converting data into images, also called

visualisation.
Data |— . gl Image i

2) Computer graphics concerns the pictoriat synthesis of real or imaginary objects
from their computer-based models, whereas the related field of image progressing
treats the converse process, analysing and reconstruction of sciences. Images
processing has sub-areas image enhancement, pattern detection and recognition.
This one is used to improve the quality of images by using patiern detection and
recognition. OCR is one of example.

1.3)6 Education, Training, Entertainnicnt and Computer Aided Design
(CAD)

CAD {or CADD) is an acronym that, depending 61 who you ash, can stand for:

= Compuler Aided Design,

> Computer Aided Drafting,

¢ Computer Assisted Design.

*  Computer Assisted Drafting,

* Computer Assisted Design and Drailing.
¢ Computer Aided Design and Drafling.

17
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In general acronym for CAD is Computer-Aided Design. In CAD interaclive graphics
is used to design components and systems of mechanical, electrical, and electronic
devices. Actually CAD system is a combination of hardware and software that enables
engineers and architecis to design everything from furniture to airplanes. In addition
to the software, CAD systems require a high-quality graphics monitor; a mouse, light
pen or digitised tablets for drawing; and a special printer or plotier for printing design
specifications.

CAD systems allow an engineer to view a design from any angle with the push of a
button and to zoom in or out for close-ups and long-distance views. In addition, the
computer keeps track of design dependencies so that when the engineer changes one
value, all other values that depend on it are automaltically changed accordingly.

Generaliy we use CAD as a tool for imparting education and training to the engineers,
so that, they can produce beautifully carved and engineered picces in bulk with the
same amount of finishing and perfection. Generally a few ierms are used repeatedly
with CAD and they are CAM and CNC. Let us discuss “What are CAD/CAM aund
CAD/CNC(or NC)"? ’

The tertn CAD/CAM is a shortening of Computer-Aided Design (CAD) and
Computer-Aided Manufacturing (CAM). The term CAD/NC (Numerical Control} is
equivalent in some industries.

CAD/CAM soltware uses CAD drawing tools to describe geometries used by the
CAM portion of the program 1o define a tool path that will direct the motion of a
machine (ool to machine the exact shape that is to be drawn on the computer, Let us
discuss the terms in brief.

Note:

e Numerically-Controlled Machines: Before the development of Computer-aided
design, the manufacturing world adopted tools controlled by numbers and letters
to fill the need for manufacturing complex shapes in an accurate and repeatable
manner. During the 1950s these Numerically-Controlled machines used the
existing technology of paper tapes with regularly spaced holes punched in them
(think of the paper roll that makes an old-fashioned player piano work, but onty
one inch wide) to feed numbers into controller machines that were wired lo the
motors posilioning the work on machine teols. The electro-mechanical naturs »f
the controllers atlowed digital technologies to be castly incorporated as they were
developed. NC tools immediately raised avtomation of manufacturing to a new
leve! onice feedback loops were incorporaled (the ool tells the computer whera &
is, while the computer tells it where it should be).

What finally made NC technology enormously successful was the development of
the universal NC programming language called APT {Automatically Programmed
Tools). Announced ai MIT in 1962, APT allowed programmers o develop
posiprocessors specific to each type of NC tool so (hat, the oulput from the APT
progran cottid be shared among different parties with different manufacturing
capabiliizs.

Now-a-days many new machine lools incorperate UNC echnologies These tonis
are usad in every concervable manulfactirmyg sector. ke CNC technelapy o=
related 1o Computer Integrated Manufacwring (CIhtj, Computer Aided Process
Planning (CAPP) and other technotogies such as Group Technology (GT) and
CeHular Manufacturing. Flexible Manufacturing Sysierns (FMS) and Just-In-Timic
Production {JIT) are made possible by Numerically-Controlled Machines,

e e et
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CAD and CAM

The development of Computer-aided design had little effect on CNC initially due to
the different capabilities and file formats used by drawing and machining programs.
However, as CAD applications such as SolidWorks and AutoCad incorporate CAM
intelligence, and as CAM applications such as MasterCam adopt sophisticated CAD
tools, both designers and manufacturers are now enjoying an increasing variety of
capable CAD/CAM software. Most CAD/CAM software was developed for product
development and the design and manufacturing of components and moulds, but they
are being used by architects with greater frequency. Thus, a CAD program introduces
the concept of real-world measurement. For example, a car or building can be drawn
as if it were life-size, and later arranged into sheets and printed on paper at any desired
scale.

Noie:

1) CAD (or CADD) stands for Computer-Aided Design and Drafting, It differs from
both “paint” and “draw™ programs in that (i.e., CAD) measurement is central to its
abilities. Whereas a “paint” program lets you manipulate each pixel in an array of
pixels that make up an image, and a “draw” program goes a step further — it is
composed of separate entities or objects, such as circles, lines, etc. It may provide
facilities to group these into any object.

[R%]
—

Is CAD only useful for design drawings?

No. While true-scale, structurally valid drawings are the reason for CAD’s
existence, its use is as diverse as our customer’s imaginations. For instance, it may
be used for:

(a) page layout, web graphics (when scaling and relationships are important to an
image, making the image in CAD and exporting it as a bitmap for touchup
and conversion can be very productive),

(b) visually accessed databases (imagine a map with detail where you can zoom
into an arez and edit te:lual information “in place” and you can then see what
other items of interes! are “in the neighborhood” - our program’s ability to
work very rapidly with large drawings is a rea!l plus here),

(¢} sign layout, laser-cutting patierns for garment factories, schematic design
(wherc CAD's symbol library capabilities come in handy), and printed-circuit
board layout (This was the application that our first CAD program, created in
1977).

Software packages for CAD applications typically provide designer with a multi-
winduw environment, Animatioas are often used in CAD application, Real-time
animations using wire frame displays on a video monitor are useful for testing the
nerioimances of & vehicle or a system. The inter frame system allows the user to study
the interior of' the vehicie and 1is behaviour. When the study of behaviour is
ca.npleted, reaiistic visualising niodels, surface rendering are used for background
svenes and realistic display.

vhere are many CAD sefrwore applications. Some of them with their respective
vendors are listed boiow:

141 Anolications Seuuner Veadar; Deskiop
AlphaCaM Canon

Asitlar Vellym Epson

AutoCAD - Hewlett Packard
CATIA/CADCAM UbAX

Introduction to
Compuier Graphics
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CAD Applications Scanner Vendor: Larg~ “ormat

Eagle point Action Imaging

FastCAD Contex ;
Pro/E Xerox ,
FelixCAD Kip
InteliCAD Ricoh "
MasterCAM Vidar -
MasterStation Widecom i

There are many more applications not listed in the list given above.

These applications replicate the old draftinig board as a means to draw and create
designs. As CAD applications run on computers they provide a great deal more
functionality than a drafting board, and a great deal more complexity. The lines and
text created in CAD are vectors. This means that their shapes and positions are
described in mathematical terms. These vectors are stored on computer systems in
CAD files.

There are a great many different file formats for CAD. Most CAD applications i
produce their own proprietary file format. The CAD applications from AutoDesk Inc.
arc used widely. As a result their DWG format is very common. Many other CAD
applications from other vendors can produce and open DWG files, as well as their
own proprielar- formats. CAD data is often exchanged using DXF format.

Note: The DWG file format is a CAD vector format developed by the Autodess and
created by their AutoCAD application. DXF is also a CAD vector formar. *Lis
desigried to allow the excliunge of vector information between different CAD
applications. Most CAD applications can save to and read from DXF lorinzi.

e -

When CAD drawings are sent to printers the format commonly uscd is HPGL. HPGL ¢
files typically have the extension .plt. £

Mote: The HPGL file format is a vector formai developed by Hewlett Packard fou
driving plotters. The file extensions used include .plt, .hpg, .hp2, .pl2 an
sometimes .pm. However, the us. of the .prn extension is not an absnlui
indicator that the file contains HP 1. code. They are cflen referred to as ‘plof
files’. Trix Systems offers several onlions for handling HPGL and the laz:
HPGL?2 file formats.

¥ Check Your Progress 2

1) What is Photo Editing? What are the softwares used for image editing?

2} What do you understand by term scientific visualisation, name some software
uscd n this arca?



3) What is image processing? Give some areas of importance is which the concept of
image processing is of use also mention the fruitful softwares in the respective
fields.

4) [s CAD useful only for designing drawings?

3) Briefly discuss DWG, DXF, formats and HPGL files.

1.3.7 Simulations

Computer simulation is the discipline of designing a model of an actual or theoretical
physical system, executing the madel on a digital compuler, and apalysing the
execution output. Simulation embodies the principle of “learning by doing” — to learn
about the system we must first build a model of some sor? and then operate the model,
The use of simulation is an activity that is as natural as a child who role plays.
Children understand the world around them by simulating (with toys and figures)
most of their interactions with other people, animals and objects. As adults, we lose
some of this childlike behaviour bul recapture it later on through computer simulation.
To understand reality and all of its complexity, we must build artiliciat objects and
dynamicaily acl our roles with them, Computer simuiation is the electronic equivalent
of this type of role playing and it serves to drive synihetic environments and virtual
world. Within the overall task of simulation, there arc three primary sub-fields: model
design, model execution and model analysis (Figure 3).

Conceptual Model
Declarative Model
Mode! Design Functicnal Mode!
Constraint Model
Spatial Model

Intreduction to
Computer Graphics

Input Gutput Anals sis
Serial Alguriihin Trrnvedel . . Experimental Besinn
Parallel Algarithm Execution - Lxecution Aaalysis surface Technigucs
Simpack ToolKit- - . Veriftcation
Validation

Figure 3: Shree Snub-Fields of Computer Simulatien
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To simulate samething physical, you will first need to create a mathematical model,
which represcnts that physical object. Models can take many forms including
declarative, functional, constraint, spatial or multimodel. A multimodel is a mode!
containing multiple integrated models each of which represents a level of granularity
for the physical system. The next task, once a model has been developed, is to execute
the model on a computer — that is, you need to create a computer program which steps
through time while updating the stale and event variables in your mathematical model.
There are many ways to “step through time”. You can, for instance, leap through time
using event scheduling or you can employ small time increments using time slicing.

¥ ou can also execute (i.e., simulate) the program on a miassively paralle! computer.
This is called paratiel and distributed simulation. For many large-scale models, this is
the only feasible way of getting answers back in a reasonable amount of time.

Y ou may want to know why to do simulation? Is there any other way to do the tasks?
To discuss these issues lets briefly discuss the cases in which simulation is essential.
There are many methods of modeling systems which do not involve simulation but
which involve the solution of a closed-form system (such as a system of linear
equations). Let us not go into these issues, as they are not part of our current
discussion.

il

Simulation is oflen essential in the following cases:

1) The medei is very complex wilh many variables and interacting components;
2) The underlying variables relationships are nonlinear;

3) The model contains random variates; ‘ .

4) The mode} output is to be visual as in a 3D ¢omputer animation,

The Advantage of Simulation is that — even [or easily solvable linear systems - 2
uniform model execution technigue can be used o solve a large varicty of systems
without resorting to a “‘bag of tricks™ where one must choose special-purpose and
sometimes arcane solution methods to avoid simulation. Another important aspect af
the simulatlon technique is that one builds a simulation model to replicate the acwai
system. When one uses the closed-form approach, the model is sometimes twisted ¢
suit the closed-form nature of the sofution method rather than to accuralely represcr.
the physical system. A harmonious compromise is {6 tackle system modeting with 2
hybrid approach using both closed-form methods and simulation. For example, we
might begin to model a system with closed-form analysis and then proceed later with
a simulation. This evolutionary procedure is often very effective.

Pitfalls in computer simulation

governing [loating point arithmetic still apply. For exaﬂ {e, the probabilistic risk
analysis of factors determining the success of an otlficld'exptoration program involves
combining samplgs from a variety of statistical distributions using the MonteCarlo
methods. These include normal, lognormal, uniform and the triangular distributions.
[lowever asampic from a distribution cannat sustain mors significant figures thar
were presont in the data or estimales that esladlished hese distributions. Thus, abidin.
b, the rules of significant arithmatic, no result of a sinwlation can snstain more
signilivant ligures then were present in the input parainoier with the feast nuniber ¢
significant Ngures. It for instance the nat/gross ratio of oil-bearing siraia is Kucy. e
only vne significant figure, then the result of the simulation cannot be more precise
(han one sigrificant Agure, although it may be presented as having three or four
significant figures.

Although generally ignored in computer simulations, i\;lrlct logic the rules

R e
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Note: Monte Carlo methods are a widely used class of.computational algorithm for Computer Graphics

simulating the behaviour of various physical and mathematical systems. They
are distinguished froni other simulation methods (such as molecular
dynamics) by being stochastic, that is non-deterministic in some manner —
vsually by using random number — as opposed to deterministic algorithms.
Because of the repetition of algorithms and the large number of calculations
involved, Monte Carlo is a method suited to calculation using a computer,
utilising many techniques of computer simulation. Further, Monte Carlo
algorithm is a numerical Monte Carlo method used to find solutions to
mathematical problems (which may have many variables) that cannot easily
be solved, for example, by integral calculus, or other numerical methods. For
many types of problems, its efficiency relative to other numerical methods
increases as the dimensions of the problem increases.

1.3.8 Animation and Gaincs

In our childhood, we have all seen the flip books of cricketers which came free along
with some soft drink, where several pictures of the same person in different batting or
bowling aclions are sequentially arranged on separate pages, such thal when we flip
the pages of the book the piciure appears to be in motion. This was a flipboak (several
papers of the same size with an individual drawing on each paper so the viewer could
flip through them). It is a simple application of the basic principle of physics called
persisience of vision, This low lech animation was quite popular in the 1800s when
the persistence of vision (which is 1/16" of a second) was discovered. This discovery
fed to some more interesting low tech animation devices like the zoetrope, wheel of
life, etc. Later, depending on many basic mathematics and physics principles, several
researches were conducted which allowed us to generate 2d/3d animations. In units |
and 2 of block 2 we will study the transformations involved in computer graphics but
you will notice that all transformations are related 1o space and not to time. Here lies
the basic difference between animation and graphics. The difference is that animation .
adds to graphics the dimension of time which vastly increases the amount of
information to be trahsmitted, so some methods are used to handle this vast
information and (hese methods are known as animation methods which are classified
as: -

First Mcthod: In this method, lhe anist creates a succession of cartoon frames,
which are then combined into a Glm.

Second Mcthod: Here, the physical modeis are positioned to the image lo be
recorded. On completion, the model moves to the next image for recording and this
process is continued. Thus the historical approach of animation has classified
computer animation into two main categories:

faj Computer-Assisted Animation usually refers to 2d systems that computerise the
tradittonal animation process: Here, the technique used is interpolation between
key shapes which is (he only algorithmic use of the computer in the production of
ihis type al'animation equation, curve morphing (key frames, interpolation,

velocity controi), irnage niorphing. '

(v} Comprrer Geverated (imafion 1s the animation presented via film or video,
which is again based en the concepr of persistence uf vision because the cyc-brajs
assembles o sequence of images and interprets them as a continuous movement
and iy’ the rate of change of pictures is quiie tast then it induces he sensalion of
cantinuous motion.

[
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This motion specification for computer-generated animation is further divided into 2
categories:

Low Level Techniques (Motion Specific) techniques are used to control the motion of
any graphic object in any animation scene fully. Such techniques are also referred as
motion specific techniques because we can specify the motion of any graphic object in
the scene. Techniques such as interpolation, approximation etc., are used in molion
specilication of any graphic object. Low level fechniques are used when animator
usuaily has a fairly specific idea of the exact motion that s/he wants.

High Level Technigues (Motion Generalised) are techniques used to describe the
general motion behaviour of any graphic object. These techniques are algorithms or
models used to generate motion using a set of rules or constraints. The animator sets
up the rules of the model, or chooses an appropriate algerithm, and selects initial
values or boundary values. The sysiem is then set into motion and the motion of the
objects is controlled by the algorithm or model. This approach ofien relies on fairly
sophisticated computation such as, vector algebra and numerical techniques among
others.

So, the animation-concept can be defined as: A fime based phenomenon for imparting
visual changes in any scene according to any time sequence. The visual changes could
be incorporated iirorigh the Translation of the object, scaling of the object, or change
in colour, transparency, surface fexture etc.

Note: [Itisto be noted that computer animation can also be generated by changing,
camera parameters such as its position, orientation, focal lengtiz etc. plus
changes in the light effects and other paramelers associated with illumination
and rendering can produce compuier animation too.

Before the advent of computer animation, all animation was done by hand, which
involved an enormous amount of work. You may have an idea of the amount of work
by considering that each second of animation film contains 24 frames (film). Then,
one can imagine the amount of wark in crez:: «2 even the shortest of animated films.
Without going into details of traditional meti1...Is let us categorise computer animation
technique. Computer animation can be categ vrised in two ways:

Interactive Computer Animaiion which is interactively used by users e.g., game:.
Sprite animation is interactive and used widely in Compuler games. In ils simplest
form it is a 7D graphic object that moves across the display. Sprites often have
transparent areas. Spriles are not restricted to reclangular shapes. Sprite animation
terids iself wel! 1o interactivity, The position of each sprite is controlled by the user or
by an application program {cr by both). It is cailed “external” arumztion. We refer to
animated objects (sprites or movies) as “animobs”. In games and in many multimedia
applications, the animations should adapt themselves to lhe environment, the program
status ar the user activity. That is, animation should be interactive. To make the
animations more event driven, onc can embed a script, a small executable program, in
every animot. Every time an animob touches another animob or when an animob gets
clicked, the script is activated, The script then decides how to react to the event

(if al all). The script file itself is written by the animator or by 2 programmer. We will
discuss about this in Block 4.

Passive Computer Animalions: which has no option for users (0 use compuier
graphics today is largely interactive e.g., movies. Frame animation is non-interactive
animation and is gencraily used in generating Cartoon movies. This is an “iniernal”
animation method, i.c., it is animation inside a rectzogular frame. It is similar to
cartoon movies: a sequence of frames that follow each other at a fast rate, fast enough
w convey tluent motion. It is typically pre-compiied and non-iiecaciive. The freme is
lypically rectanpular and non-transparent. Frame animalion with lransparency

= TLarre
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information is also referred to as “cel” animation. In traditional animation, a cel is a Computer Graphies

sheet of transparent acetate on which a single object (or character) is drawn, We will
discuss this in Block 4.

There are various software which are used to generate computer animations. Some of
them are:

¢ Flash: Learning MacroMedia’s Flash can be quite complex, but you can do
almost anything with it. You can develop presentations, websites, portions of
websites, games, or full-length feature, animated cartoons.

You can import just about anything into Flash, You can drop in images of almost
any file format, video clips, sounds and more. It is generally a 2D program.

¢ Poser: Poser by Curious Labs Creates 3 complex models that you can view,
from any angle, distance or perspective. You can make the model look like any
body you want it to. For instance, if you wanted to make a model that looks just
like your Grandmother, you would do it in Poser (the leaming curve is vast).
Taking that to another level, you could then animate your Grandmother and make
her run down a picture of a beach.,

There are many more software related to this animation, we will discuss them in the
Unit | of Block 4.

5 Check Your Progress 3

I} What do you mean by simulation? What are its uses? Discuss the advantages and
pitfalls of simulation.

1.4 GRAPHICS HARDWARE

No matter with which advance graphic software you are working with, if your output
device is not good, or hardware handling that software is not good, then ultimate
resull will be not guod, as it could be. We wani to say, hardwares also dominaic the
world of graphics. So, lel us discuss some hardware devices which helps us 1o work
with graphic packages.

1,41  Input and Output Devices

Input and Output devices are quite important for any softwaré becausean
inappropriate selection of the cencemed hardware may produce some erroncous
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results or may process data of some other format. So, in the following sections we
have planned to discuss some of the input and output devices such as:

Touch Panel

Light Pens

Graphics Tablet

Plotters

Film Recorders. .

a & & & @

Touch Panels

Touch panels allow displayed object or screen positions to be setected with the touch
of the finger and is also known as Touch Sensitive Screens (TSS). A typical
application of touch panels is for the selection of processing options that-are.
represented with graphical icons. Touch input can be recorded using optical electrical
or acoustical methods. '

- Optical touch panels employ a line of intra red LEDS (light emitting diodes) along

one vertical edge and along one horizontal edge of frame. The opposite vertical and
horizontal edges contain light detection, These detections are used to record the
beams that may have been interrupted when the panel was touched. Two crossing
beams that are interrupted identify the horizontal and vertical coordinates of screen
posilion selected. '

An electrical touch panel is constructed with two transparent plates separated by a
short distance. One of the plates is coated with a conducting material and the other is
resistive material. When the outer plate is touched, it is forced into contact with the
inner plate. The conlact creates a voltage drop that is converted to a coordinate value
of the selected screen position. They are not too reliable or accurate, but are easy to
use. Four types are commonly in use. They are as follows:

t} Electrical TSS: Wire grid or other conductive coating is utilised to indicate a
voitage drop at the point touched point, from which the position may be
determined.

2) Electro-Mechanical TSS: A glass or plastic sheet with strain gages placed
around the edges records the position by the relative magnitude of the deformation
of the slightly bent plate.

3) Optical TSS: Infrared light from light-emitting diodes (LED) along two
peipendicular edges of the screen and detectors along the opposite cdges provide
an (invisible) optical grid, with reference to which the finger’s Losition is
determined.

4) Acoustic TSS: Inaudible high-frequency sound waves are emitted along two
perpendicular edges and reflected to the emitlers by the finger; the echo interval is
used as a measure of the distances from the edges.

Light Pen

Light pen is a pointing device, It has a light scnsitive tip which is excited when ihe
fizht is emilted and an illuminated point on the screen comes 1 its ficld of vizw.
Unlike other devices which have associated hardware to track the device and
detzrmine x and y values, the light pen needs software support (some kind of tracking
program). Pointing operations are easily erogrammed for light pens.
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1) as pointing device

b} a3 positioning device

Figure 4: Light Pen Applicztion

Figure 4 shows two typical applications of 2 light pen. It has a light sensitive tip and a
photocell mounted in a pen-like case. If the light pen is pointed at an ilem on the
screen it generates information from which the item can be identified by the program.

When the light pen senses an illuminated phosphor, it interrupts the display
processor’s inlerpreting of the file display. The processor’s instruction register tells
which instruction in the display file was being executed. By identifying the instruction
responsiblie for the illuminated point, the machine can discover which object the pen is
pointing to.

A light pen is an event driven device. The processor has to wait till it comes across an
illuminated point on the screen to obtain any information, The keyboard s another
typical example of an event driven device. The processor has to wait for a key to be
pressed before it can determine what (he user wanis to input. Event driven devices can
be handled in fwo ways as follows:

(a} Polling: The status of each device is periodically checked in a repetitive manner
by a polling loop. When an event occurs, the loop is exited and the corresponding
event is handled by executing some special event-handling routine or task. Again
the polling continues. The disadvantage is that the processor has to wait in an idle
slate until some event occurs. Data entered can be lost if an event occurs at a time
when the main program is not in its polling loop.

(&) Interrupis: An alternative to polling is the interrupt feature. The device sends an
interrupt signal to the processor when an event occurs. The processor breaks from
its nonmal execution and exccutes some special interrupt-handling routine or task,
After the task is complete the control returns to the main program. To handle
situations when more than one event occurs, different priorities are assigned to
tasks so that higher priority tasks may interrupt tasks of lower priority,

Several events may occur before the program is ready for them. When more than one
event occurs, the associate information is entcred into the event queue. A polling foop
can be employed to check the status of the event queue. The event queue can then pass
input data from the polling task to the main program in the correct order. The main
program takes events off the head of the queue and invokes the appropriate process,
The devices need not be checked repeatedly for occurrence of events. Devices can
interrupt even with the processor being unaware of it.

Two kinds of light pen interrupts may occur. I the user points the per at an item on
the screen to select it, as in #igare 4(aj, a selection intarrupt occurs. If the user is
positioning with the pen, as in Figure /75) a paltern callod racking pattern in
displayed atong the pen’s movement and tracking interrupts secur when the pen Sces
ine lracking patlern.

Modified versions of the light pen may also be used to draw iines, read barcodes, or
do transfermation operations on objects on the screen (or on a tablet),

Introduction to
Computer Graphics

27



Raster Graphics and
Clipping

28

Graphics Tablet

Before going into details on the graphic tablet, we need to know what we mean by

“tablet in computer terminology because, in other disciplines, the word tablet carries

different meanings. In terms of computer science “‘Tablet is a special flat surface with
a mechanism for indicating positions on it, normally used as a locator”. This small
digitiser is used for interaclive work on a graphics workstation. Actually this device is
essential when someone wants to do free hand drawing or lo trace any solid
geometrical shape. So a graphic tablet is a drawing tablet used for sketching new
images or tracing old ones. Or we may say that a graphics tablet is a computer input
device that allows one lo hand-draw images and graphics, similar to the way one
draws images with a pencil on paper. Or a Graphics lablet is 2 computer peripheral
device that allows one to hand images directly to a computer, generatly through an
imaging program. Graphics tablels consists of a flat surface upon which the user may
‘draw’ an image using an attached pen-like drawing apparatus using which the user
contacts the surface of the tablet, this apparatus is categorised into two types known as
pen (or stylus) and puck (a flat block with cross-hairs and some switch keys), which
may be wired or wireless. Often mistakenly called a mouse, the puck is officially the
“tablet cursor.” The image drawn or traced generally does not appear on the tablet
itself but rather is displayed on the computer monitor.

The tablet and a hand-held pointer in the form of a stylus (pen) or puck, can serve one
or more of thesc three functions:

(i} For selecting positions (on a drawing or on a menu) on tite screen by moving the
stylus on th: 1ablet, in a sense using the stylus and tablet as pen on paper.

(ii) For issuing 2 command or to input a parameter by pressing the stylus at spe-ified
pre-prograrnimed locations of a menu on the tablet.

(iii) For digitising the location on a drawing or map ptaced on the tablet with the stylus
or puck.

This device is more accurate and efficiem than a light pen, These are two types in use:

(a) Voltage or Electro-Magnetic Field 7 :blet and Pointer: This has a grid of
wires, embedded in the tablet surface, -+.ith different voltages or magnetic fields
correspending to different coordinate. . iatermediate positions within a cell can
also be interpolated.

(b) Acoustic or Senic (Radio-Wave) Tabiet and Pointer: The sound of a spark at
the tip of the stylus is picked up by strip microphones along two edges of the
tablet. From the arrival time of the sound pulse at the microphones, the
perpendicular distances of the stylus tip from the two axes are known. The
acoustic method suffers from its inherent noisiness as wel? as its susceptibility to
interference from other noise.

A combination of electric pulses and time-delay detection by a sensor in the stylus,
catled Electro-acoustic Table is also available.

Tablets typiczlly support two modes of operation:

1) Digitiser Mode: creales a onc-for-one correspondence between tablet and screen.
Wherever you make contact on the tablet, is the exact location on the screen tht
is allecled.

2) Mouse Mode: Mouse mode moves the screen pointer re!atwe {o any starling
position on the tablet surface, just like a mouse.
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When drawing or tracing on the tablet, a series of x-y coordinates (vector graphics)
are creaied, either as a continuous stream of coordinates, or as end points. Further the
drawings created or traced on Lablets are stored as mathematical lin'e segments; and
these features of tablets help to produce, tablet computers, tablet PCs and pen tablets.

A

Y axis ¥

i

Y

X axis

Figure 5: Graphic Tablet

Note: Objects are drawn with a pen (or stylus) or puck, but are traced with the puck
only.

Tablet Computer: A complete computer contzained in a touch screen, Tablet
computers can be speciatised for orly Internet use or be full-blown, general-purpose
PCs with all the bells and whistles of a desktop unit. The distinguishing characteristic
is the use of the screen as an input device using a stylus or finger. In 2000, Microsoft
began to promote a version of Windows XP for tablet compuiers, branding them
“Tablet PCs”.

Pea Tablet: A digitiscr tablet that is specialised for handwriting and hand marking.
LCD-based tablets emulate the flow of ink as the tip touches the surface and pressure
is applied. Non-display tablets display the handwriting on a separate compuler screen.

Plotter: A plotter is a vector graphics-printing device that connecls to a compuler.
Now-a-days, we use the plotter righl from the field of crgineering, to media and
advertising. Even in our day-lo-day lives we see a large number of computer designed
hoardings and kiosks as publicity material. This fine output is achicved by using
plotters with computers.

Y-NMotion

X-Motien '
//

Figure 6: Drum plotter
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But the printer may also be connected to the cornpuler T question then arises, as to
how they differ from each other. So let us discuss the differences between them.

1) Plotters print their utput by moving a pen across the surface of a picce of paper.
This means that plotters are restricted (o line art, rather than raster graphics as
with other printers. They can draw complex line art, inciuding text, but do so very
slowly because of the mechanical movement of the pen.

2) Another difference between the plotier and the printer is that, the printer is aimed
primarily at printing lext. Thus, the printer is enough to generate a page of output,
bbut this is not the case with the line art of the plotter.

Film Recorders

Film recorder is a graphical oulput devices for transferring digital images to
photographic films.The simplest film recorders typically work by displaying the
image on a grayscale Cathode Ray Tube (CRT) placed in front of a photographic
camera. For celour images, the red, green, and blue channels are separately displayed
on the same grayscale CRT, and exposed to the same piece of film through a filter of
the appropriate colour. (This approach yields better resolution and colour quality than

_one could oblain with a colour CRT). The three filters are usually mounted on a

motor-driven wheel. The filter wheel, as well as the camera’s shutter, aperture, and
film motion mechanism are usually controlled by the recorder’s electronics and/or the
driving software. :

ngher-quahty Flm recorders called LVT (Light Value Transfer):usc laser to write the
image directly onto the film, one pixel at a time. This method is better suited to print
to large-format media such as poster-size prints. In any case, the exposed film is
developed and printed by regular photographic chemical processing. Self- developing
{(polaroigd) film can be used for immediate feedback.

Film recorders are used in digital printing o generate master negatives for offset and
other bulk printing processes. They are als, used to produce (he master copies of
movies that use computer animation or oth.s ~pecial effects based on digital image
processing. For preview, archiving, and small-volume reproduction, film recorders
have been rendered obsolele by modern printers that produce photographic-quality
hardcopies direclly on plain paper.

Film recorders were also commeonly used to produce slides for siide projectors; but
this need is now largely met by video projectors that project images straight from a
compuler o a screen.

Film recorders were among the earliest computer graphics output devices. Nowadays,
film recorders are primarily used in the motion picture film-out process for the ever
increasing amount of digital intermediate work being done. Although significant
advances in large venue video projection alleviates the need to output to film, therc
remnains a deadlock between the motion piclure studios and theatre owners over who
should pay for the cost of these very cosily projection systems. This, combined with
the increase in international and independent (ilm produstion, will keep the demand
for [ilm recording steady for at least a decade.
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5 Check Your Progress 4

1) What is a graphics tablet? How do the components of a graphic tablet i.e., Pen and
Puck differ?

2) What are touch panels? Discuss different touch panels that are currently available
“for use?

3) How does a printer differ from a plotter?
4) Whatare file recorders?

1.4.2 Display Devices

As the importance of-inpul and output devices has been discussed above, let us now
focus our discussion-specifically on display devices, which present the output to the
end user who may not be a technically sound client. If the output display is appealing
then your creation will definitely receive a word of appreciation otherwise you may be
at the receiving end. Hence, it is pertinent to discuss some of the display devices next.

[iefreshing Display Devices

Cathode Ray Tube: It is a refreshing display device, The conccpl of a refreshing
display is depicted plctorlaliy below:

(PI) (DC)
Ficture Disptay (DD)
Informalion Coniroller Dlsp_]ay
- Device

Figure 7: Block Diagram of Display Device

Actually the picture information is given throuph ihe stream of electrons (¢7) and its
flow is controlled by the display controller {the contra! is as per the information
supplied by the picture) finally the controlled ¢ flow produces scintillations on the
screen of the display device and the image is formed. The display is known as a
refreshing display because display is continuously created by the continuous

Introduction (o
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impugnation/striking of electrons on the screen at the same point. (i.e., same image is
conlinuously made 40-50 limes per second i.e., conlinuc  refreshing occurs).

Screen

(PD)

*T; (0O) .

Picture Display [SSP.I“—"
Infor:msgtion Controller evice

,_.__._..A.._.\.

|//-_ F > -]

( i —> Phosphor cocting
I‘ L\. gin
e /

L

Horizontal Yertical
Dreflection Deflection

Figure 8: CRT

For proper image we also need to implant a “Digital to Analog converter” (DAC — 1t
is an electronic circuit for digital to anzlog canversion) between the display caontroller
and the display device.

Pl DC . DAC DD

Figure 9: Block Diagram of Display Device with DAC

There are two kinds of refre‘sh monitors, namely, the Random Scan and Raster Scan,
which will be described separately.

Note:

1) In a Random Scan System, the Display huffer stores the picture information.
Further, the device is capable of producing pictures made up of lines but not of
curves, Thus, it is also known as “Vector display device or Line display device or
Calligraphic dispiay device™.

2) Ina Raster Scan System, the Frame buffer stores the picture information, which is
the bil plane {with m rows and n columns}.

Because of this type of storage the system is capable of produring realistic images, but
the limitation is that, the line segments may not appear (o be smooih.

Random Scan Display Device

The original CR'T, developed in the late fifties and early sixties, created charts and
pictures, line by line on the wbe surface in any (random) order or direciinn given, in o
vectorial fashion. The electron beam was moved aleng the particular direction and lor
the particular lengh of the line as specificd. For tivis reason, the type of device was
known as a ¥ector, Calligraphic or Strake (because it drew lines jusl as our
aricestors drew letters like pictures, stroke by stroke). The process was similar 1o a
hand-sketch or pen-plot.

The graphics commands are transmitted to a display-tile program generated by the
computer and stored in the refresh storage area or buffer memory. The program is

B
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executed once in each refresh cycle (of about 1/30 sec.) The electron beam is moved
to trace the image line-by-line by a display processor. Each line, whether straight or
curved, is displayed by the activation of specific points between specified end-point
by means of vector generators of the analog or digital type, the former being
smoother, the latter being faster and cheaper. Curved lines and text characters are
displayed as a series of short lines or by a sequence of points.

The- display by this system is called Line Drawing Display. The sequence operales
the following stages, illustrated in Figure 710:

1) Graphics Commands

2) Display-File Translator

3) Display-File Program

4} Display (File) Processor

Introduction io
Computer Graphics

5) VDU
HOST CPU DISPLAY DISPLAY FILE DISPLAY FILE YISUAL
GRAPHICS > FILE _. > PROGRAM > FROCESSOR > DISPLAY

COMMANDS TRANSLATOR UNIT

Figure 10: Block Diagram of Linc Drawing Display

The process is quite similar to the way a person or a plotter draws a line segment, the
pen being moved along a cerlain direction for a certain length, then changing direction
or lifting the pen and moving o a new point, and so on.

For instance, the image of a hul shown in Figure 11 would be traced as five line
segments, the left and right roof slopes, the teft and right walls, and the floor line.
Efficiency is achicved by minimising wasted motion as would happen if a line
segment starts at a point different from the end point of the previous segment —
mequivalent to picking up the pen and putting it down at another point to draw the
next segment. Thus, it would be better to trace the hut as ABCDE, rather than as CB,
CD, BA, DE, and AE, as a drafisman might draw.

C C
B D
A E
(b}
2} CB-CD-BA-DE-AE b) ABCDEA (—- beam off, beam on)

Figure 11: Vector Scan Display

Raster Scan Display Device

Current day screen display is also based on CRT technology, except that instead of
displaying the picture tracing along one vecto: afler another, the image is displayed as
a collection ol phosphor duts ol regular shape arranged in 4 matgix form. These
regular shapes are the pixels (picture elements) and cover the entire screen. The pixels
could be (as in earlier times) rectangular, round, or (as is common now) square.

A pixel is the smallest unit addressable by the computer and is made up of a number
of smaller dots, comprising Lhe smallest phosphor particles in the CRT coating,
However, in ihis text, we shall use the word “dot” synonymously with “pixel”.
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The reasons as to why Lhe original CRT did not become popular with the people using
computer was because, the refresh procedure required a large memory and high speed,
and the equipment to provide these was too expensive. It had to yield to the cheaper
storape tube display.

Advances in television technology and chip memaries in the mid-seventies overcame
both problems with the development of the raster display, in which the picture was
formed not directly by the lines forming the image but by a choice of appropriate dots
from the array of pixels, the entire collection being called the Raster. Each row of
pixels is called a Raster Line, or Scan Line.

The clectron beam covers the display area horizontally, row by row, from top to
botiom in a sweeping motion called Raster Scan, each dot lighting up with the
intcnsity and shade of gray or a colour as directed by the Display Controller. Each
complcte sweep from top left to bottom right of the screen is onc complete cycle,
catled the Refresh Cycle.

When vicwed from a distance, al! the dots together make up the effeci of a picture,
whelher it is a scene from a serial as in the TV or a drawing in compuler graphics. The
picture looks smoolh or coarse-grained depending on the screen resolution, that is the
number of dots. Typically, on a computer monitor, there are 640 dots in the horizontaj
direction and 200 to 480 dots in the vertical direction. (The kome TV is much finer
grained, aboui uiree times or more, the scanning being done with analog signals for &n
entire line at a time, as againsi the digital information for cach dot in the computer
monitor). Today’s monitors can have resolutions of 1024 by 768 or even higher.

: 0
Even with the advent of raster scan, the concept of vector (random scan) graphics has
not been completely eliminated. Certain slandard geometric shapes such as straight-
line segments, circles and ellipses are buill into compilers and packages as equalions,
and developed into pixel graphics for the particular size and parameters specified.
Simijlarly, and more recently, even many fonts in text typography have been reduced
to cquations so that the input letters, number etc. are really drawwn [rom computed
lines, as a form of vector graphics. Before going into more details on raster scan
display device, let us discuss what is Raster Scan. It is the action, which is very
similar to that of a dot matrix printer, or even a typewriter that is used 1o print a prelty
border around a message, one line at a time. The image grows from top to bottom, one
line at a time, urit compleled only when the last line is printed.

The Raster Scan Proceeds as follows: Starling from the top left corner of the screci,
the electron gun scans (sweeps) horizontally from left to right, one scan line, that is,
one row at a time, jumping (without tracing Lthe line) 1o the lcf end of the next lower
row until the bottom right corner is reached. Then it jumps (again without tracing) to
the top left corner and starts again, finishing one complete retresh cycle. Figure 12
shows the track of a raster cycle.

T )
é\: ,,,,,,,,,,,,,,,,,, " __
N €T
_ -
e - E{\_\
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Figure [2: Roaster Scan Cycle S-start, E-End
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One cycle is completed in about 1/30™ of a second, which is faster than the human cye
can perceive-thus creating the impression of continuous display and motion.

This technology became very cast-effeclive, even inexpensive, and because of the
availability of large memory and of its high refresh specd, it has become very popular.
{t tdkes us back to the refresh-type displays, and especially caters to the interactive
and dynamic nature of modern-day compuier graphics.

The main disadvantage of the raster scan is the jagged nature of (he lines, arising from
the fact that the pixels are aligned along regular rows and columns, and points on a
line will not, in general, fall on the exact centres of the pixels. But the advanlages far
outweigh this disadvantage and further developments have diminished this jaggedness
problem as well. Hence, almost ali the monitors used today have raster display, using
pixels, and all subsequent discussions in this text will be concerned with (his [ast type.

All of the preceding characteristics of raster scan will apply to any image on the
screen, whether it is graphics proper.in the sense of a drawing, or it is a character
(letter, number or other symbol). -

Three components are necessary for the raster scan display. They arc:

1) The Frame Buffer which is also called the Refresh Buffer or Bitmap. It is the
refresh storage atea in the digital memory, in which the matrix (array) of intensity
values and other parameters (called attributes) of all the pixels making up the
irmage are stored in binary form.

2) The display device, which converts the electrical signals into visible images,
namely the VDU.

3} The Display Controller, the interface that transmits the contents of the frame
buffer to the VDU in a form compatible with the display device, a certain number
of (30 or more) times a second. The display controller also adjusts and makes
‘allowances for the differences in the operating speeds of the various devices
mvolved, and may also generate line segments and text characters.

Creating points, lines, characters, as well as filling in arcas with shades or colours are
alt accomplished by this scan technique, known as the Frame Buffer Display. A
common method for storing characters is to store the pixel information for the entire
marrix (5*7 to 9*14, horizontal to vertical) assigned to represent a character.

Fhe sequence of operations here is by the following stages. as depicted in
Figure 13,

t) Graphics Commands

2) Display Processor (Scan Conversion)
3) Frame Buffer

4) Display Controller

5) vDU

—— Display } ;

I Rost CPU Procossar Frame J Display Visual
! Graphics P (Scan »  Buifer B4 Cantroller B Display
! Commands Conversion i Unit

!

| —

Figure 13: Rlock diagram of Raster Scan l)iSpIa‘y Device
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Frame Buffers

The storage area in a raster scan display system is arranged as a two-dimensional
table. Every row-column entry stores information such as brightness and/or colour
value of the corresponding pixel on the screen. In a frame buffer each pixel can be
represented by | to 24 or more bits depending on the quality {resolution) of the
display system and certain attributes of the pixel. Higher the resolution, better the
quality of the pictures. Commands to plot a point or line are converted into '
intensity and colour values of the pixel array or bitmap of an image by a process
called Scan Conversion.

The display system cycles through thé refresh buffer, row-by-row at speeds of 30
or 60 times per second to produce the image on the display, The intensity values
picked up from the frame buffer are routed to the Digital/Analog converter which
produces the necessary deflection signals to generate the raster scan. A flicker-
free image is produced by interlacing all odd-numbered scan lines that are

. displayed first from, top to bottom and then, all even-numbered scan lines that are
displayed. The effective refresh rate to produce the picture becomes much greater

than 30 Hz. .
—> bright
AN X AAAZ
N IENEE
1|{olofofe]ofo 2
1{o|of[ofo]olo 2
1fotofofofofa]t _ - 2 '
iTojoltfololol DC > DAC |——p @2
1{ololoflalo]e 2
I{ojolo]ofojo 7
1|{ojolofofo]o 2 i
tjojlof[1]o]ti]o 2
1loloflolololo 7 2| o
Picture Tnformation Screen

(Frame BufTer)

Figure 14: If information stored in frame buffer *: 1 then, the corresponding pixcl is made brighi
on the screen and if it is zero then ne +. ightness appears i.e., 0—20ff; 1 > ON so the
image obtained on Lhe sereen is distreie,

Different kinds of memory have been uscd in frame buffers: The carliest type of
frame buffers used drums and disks with rotational frequency compatible to the rate of
refresh. Such frame buffers were called rotating-memory frame buffers. But the
relatively lower costs of integrated-circuit shift registers saw the rotating-memory
frame bufYer being replaced by the shift-register frame buifers.

A frame buffer can be constructed with a number of shift registers, each representing
one column of pixels on the screen. Each shift register contributes onc bit per
horizontal scan line. However, changing a piven spot on the screen is not very easy
~with shift registers. So they arc not suitable for interactive applications.

Modern frame buffers use random-scan integrated circuils (discussed earlier) where
the pixel intensities are represented by 1,2,4,8,16 or 24 bits. Encoding text and simple
images dees not require more than say, 8 bit per pixel. But to produce a good quaity
coloured image more than 8 bits, something like 24 bits, ure required.

One of the best methods to encode coleured pictures involves the use of a colour map.
The pixel values in the frame buffer are treated as addresses of a look-up-table, which
has entries for every pixel’s red, green and blue components. The entry value is uszd
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to control the intensity or calour on the CRT; each of the colour cgmponents can be

Intreduclion (o
Computer Graphics

defined to high precision providing accurate control over the colours displayed.

Another type of frame buffer is the multiple-plane frame buffer, where the frame

buffer can be treated as consisting of several frames or planes, each containing
information (intensity and/or colour) values of a separatc image. An 8-bit per pixel
frame buffer can be made to represent a single image with 8-bits of intensity precision
or it can represent tow images each of 4-bit intensity precision or eight black and
white images with [-bit intensity precision each. A variety of image mixing can be
done. For example, in animation systems, several moving objects can be displayed as

separate planes.

Note:

i i

1) TInaframe buffer, information storage starts from top left corner and poes till the

bottom right corner.,

2) Using this type of buffer we can draw curves too.
3) Soinorder o draw live images of objects of day-to-day life, enormous picture

information is required and this is the limitation. :_
4) How to vary intensity of a point (bright point) in Raster scan display device) !

BIT

PLANE

!

" . . L7 (i, ) '
——{ oc }>— oac |
Screen

Picture Information

Figure 15: Frante buffer: Intensity Variation of a pixel

Here, the picture information is stored in the form of bit plans (on cach bit plane full
information of picture is stored) and for brightest intensity 3 bit piane (say for
simpliciiy) should have | as respeclive information in the frame buffer, if it is zero
then, the intensity will be the least; some of the intensity combination are discussed

l
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Maximum intensity of a pixel implies that the value for th™: point on each bit plane is
| which generates maximum intensity {to have a bit low intensity any one of the bit
plane is given information 0 for that point and so on):

If picture information is stored in 2 bit planes then possibilities are:

0 0—» min. intensity of a point
0 1 medium intensity of a point
1 0~ medium intensity of a point
1 I—» max intensity of a point

For corresponding pixel on screen:

cach information digit is 0 or ! for respective bit plane in continuation,
each digit constitutes the information for a point in the respective bit plane,
for 2 bit planes we have 4 levels, similarly, 3 bit planes we have 8 levels i.e., forn
bit planes we have 2" levels.
= for n bit plane 2° amount of information is needed.

» By adopting this method of picture informalion storage, no doubt, we can vary the
intensity of adopting but more memory consumption occurs because there exists
more bit planes.

o For controlling the intensity of the colours, we need a minimum of 8 bit planes
i.e., picture information has to have 8 digits (0, 1) further 2% combinations occur.

e For colours case we need in general 3 electron guns of 3 colours {red, green and
blue) for picture display with varying colours.

(B)
(G) Blue
Green
R)
Red
) J’ I (i.J) ..
- ma ) e ¢
v . . . L
G, 5) mixn-¥ size of a bit plane . i, i->corresponding poini on plane

Picture information

Flgure 16: Frame Buffer: Colour ¥ariation of a Pixei

As in the figure 2bove we have 3 bit planes so we have 3 digit numbers. if information
in each planc (R, G, B} is zero i.c., (0, 0, 0) then there is no display. Other situations
are listed below:

R 7 B
So, G ) 0 no display
0 ] 1 Blue display
d i 0 Green display
i} ! ] Green-blue mix display and so on.

Similarly. for more colotirs we shonid have more bit planes ‘and hence more numbe:s
of digits signify more cotour eomibinations.
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Similarly we can control the intensily of colours

We have more bit planes for each colour say 3 bit planes for R, 3 for G and 3 for B
(each bit plane of size mxn} so there exist a digit number and by respective 15 and 0s
we ¢an control colour intensily 100. Here, the amount of information necded is 2* or
amount of information needed is 2*, 2°, 2 for cach R, G, B. Thus we can generale
light red, light green or combination of light red, dark green, medium blue and so on.

Example I+ What is the number of memory bits required for 3 bit —plane frame buffer
fora 512 x 512 raster.

Solution: Total memory bils required are 3 x 512 x 512 = 786,432

Example 2: What is the refresh rate in a 512 x 512 raster if pixels are accessed at the
raie of 200 nanoseconds.

Solution. For individual access of pixels ratc is . 00x 107 scconds, for 512x512 pixels
0.0524 seconds required.

Relresh rate per second is 1/0.0524 =19 frames/seconds.

Plasma Panet

Itis an inherent memory device. Images can be written onto the surface point by point
and they remain stable, without flicker, for a long time after being intensificd. An inert
mixiure of noble gases (neon and xenon) gas is filled and sealed between two glass
sheets with fine-mesh gold-wire electrodes attached to their inner faces. The particles
- of the gas behave in a bi-stable manner, that is stable at two levels (on/off). When
voltage is applied across the electrodes the gas molecules get ionised and are activated
giving rise to a glow’

The fine mesh of electrodes makes up thousands of addressable cells. A definite
picture is generated when gas particles in the corresponding cclls are excited by the
application of the appropriate voltages. The ionised gas molecules in the cells excited
by the applied voltages glow, making the picture visible until the current is turned off,
This gives a steady image but the resolution is poor (60 dots per inch), and the
hardwarc is much more complex (hence costlier) than raster scan.The plasma display
panei is less bulky than the CRT but also vary the cost of construction is very high.
Addressing of cells and wiring is complex.

Advantage

°  Slim design (Wall mountable)
» Larger than LCD screens

Disadvantage

o [xpensive, although cheaper than L.CDs in larger sizes.

o 15 subject Lo sereen bum-in, but moderr pancls have a manulacturer rated lilespan
of 50.00U or more hours.

e First 2000 hours 1s its brightest peint, Every hour thercalier, the display gradualiy
dims.

* Athigher elevations, usually 6000 ft or higher, they cxhibit noticeable humming.

Introduction to
Computer Graphics
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LCD

Liguid Crystal Display is a type of display used in digital watches and many portable
computers. These work with polarised ambient (outside source) light consisting of
liquid crystal (a material which polarises light when a voltage is applied to it), with a
conductive coating for the voltage application, set between two transparent glass or
plastic plates and a polarised film on one side which will show the excited portions of
the liquid crystal as dark dots or lines. (The seven-segment display of most digital
watches is an example of LCD by lines). This technology is now applied to Data
Projectors to project computer generated or stored images directly on to big screens in
auditoriums.

LCD displays utilise two sheets of polarising material with a liquid cryslal solution
between them. An electric current passed through the liquid causes the crystals to
aiign so that light cannot pass through them. Each crystal, therefore, is like a shutter,
either allowing light to pass through or blocking the light.

Monochrome LCD images usually appear as blue or dark gray images on top of 2
grayish-white background. Colour LCD displays use two basic techniques for
producing colour: Passive marrix is the less expensive of the two technologies. The
other technolugy, called Thin Film Transistor (TFT) or active-matrix, produces colour
images that are as sharp as traditional CRT displays, but the technology is expensive.
Recent passive-matrix displays using new CSTN and DSTN technologies produce
sharp colours rivaling active-matrix displays. Most LCD screens used in notebook
computers are backlit, or transmissive, to make them casier to read. .

15" Check Your Progress 5

1) What are Refreshing display devices? What are their limitations?

i.5 SUMMARY

In this uzit, we have discussed ihe conceptual meaning o¥ computer graphics, witk is
appiicalion in various ficlds right from presentation graphics w animation and games
We nave also discussed the variety of solbware and their respective tile formats used
in various applications of computer graphics. In the end, we have discusscd the
working of various input and output devices. Finaily, the discussion on dispiay
devices was done with coverage 10 Refreshing Disniay Devices, and Plasma Panels,
and LCD Display Devices. —_
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1.6 SOLUTIONS/ANSWERS

Check Your Progress |

1) A few of the various applications areas which arc fluenced by Computer

2)

4)

graphics are:

¢ Presentation Graphics
+ Painting Drawing
» Photo Editing

o  Scigntific Visualisation

» Image Processing

¢« Digital Art

* Education, Training, Entertainment and CAD
+ Simulation

* Animation and games.

GIF, JPG, BMP, PSD, TIFF, PNG etc.

TIFF or PNG: TIFF has been around longer than PNG, which was originally
designed 1o replace GIF on the Web. PowerPoint works well with both of these
files when crealing transparent backgrounds but generally PNG creates smaller

file sizes with no loss of quality.

Drawing

FPainting

Drawing is a software
application means using tools
that create “objects,” such as
squares, circles, lines or text,
which the program treats as
discrete units, I you draw a
square in PowerPoint, for
cxample, you can click
anywhere on the square and
move it around or resize it. 11’5
an object, just like typing the
letter “e™ in a word processor,
i.e., a drawing program allows
a uscr te position standard
shape (also called symbols,
templales, or objects) which
can be edited by translation,
rotations and scaling operations
on these shapes.

Painting functions, on the other hand, don’t create
objects. If you look at a computer screen, you'll see
that it’s made up of miilions of tiny dots called
pixels. Yeu'll see the same thing in a simpler form
if you look at the colour comics in the Sunday
newspacer-—lots of dots of difTerent colour ink (hut
form a pictrre, Unlike a drawing function, a paint
function chai:ges the colour of individual pixels

‘based on the tools you choose. In a photograph of =

person’s face, for example, the colours change

gradually because of light, shadow and complexion.

You need a paint function to create this kind of
effect; there’s no object that you can select or move
the way you can with the drawn square, i.e., a
painting program allows the user to paint arbitrary
swaths using a brush various size, shape, colour
and patlern. More painting programs allows
placement of such predefined shapes as rectangles.
polygon and canvas. Any part of the canvas can be
cdiled al the pixcd fevel,

Intraduction tv
Compuler Graphics
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Fhe reason why the dilferences are importani §s thei, 2 uicd carlia, unanty different
kinds of programs oficr different kinds of graphics twiures at ditfereat lovels of
sophislication, but they tend to specialise in one or the other.
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5) To Create posters, brochures, business cards, stationa: ", colfee cup mug design,

6)

7

)

2)

cereal boxes, candy wrappers, orange juice gallon jugs, cups, or anything else you
see in print. Most designers will use vectorised programs (o make these things
come to life. Vectors are wonderful because they print extremely well, and you
can scale them up 1o make them large, or scale them down to make them small,
and there is no distortion. Adobe IMustrator is the King of Vector Programs.
In Adobe Illustrator, you can create a 12 foot, by 12 foot document.

If you are going to make a magazine, newspaper, book or maybe a multipage
menu for a restaurant. In 1hat case, we need a page layout program. The well

known softwares in page layoul are:

(a) Quark Express

(b} Page Maker (Adobe)
{¢) Indesign (Adobe)

{d) Publisher (MicroSaft)

No, other example of softwares are Apple's Keynote, Openoffice’s (Star Office-
by Sun nicrosystems), hmpress, Microsoft Powerpoint and (for multimedia
presentations, incorporating moving pictures, and sounds) Macromedia Director.
Custom giaphics can also be created in other programs such as Adobe Photoshop
or Adobe lllustrator.

* Check Your Progress 2

1

Photo-editing stream involves programs, which are not just paint programs—but
they include many sophisticated functions for altering images and for controlling
aspects of the image, like light and colour balance. Some of the professionaliy
used software for photo editing are PhotoShop (Adobe), FireWorks (Macro
Media), Corel (owned by Corel) ete.

Scientific visualisation involves interdisciplinary research into robust and
effective computer science and visualisation tools for solving problems in
biology, aeronautics, medical imaging, and other disciplines. The profound impact
of scientific computing upon virtually every area of science and engineering has
been well established. Some examples of the software used in this field are;

Matlab (by The Math Works Inc.}

Mathemalica or Maple (graphical compuler algebra system)

Stella {models dyramic systems)

IDL {Interaclive Dala Systems) by Research System Inc.

AVS (Application Visualisation System) by Advance visuai System Inc.

Image Processing means fmuge in -2 processed image out

Images are the final product of most processes in computer graphics. The [SO
(International Standards Organisation) deifines computer graphics as the sum totai
of metheds and iechiniques for concerning data {or a graphics device by a
compuicr. It summarise and compuler grephics as converting data into imagces,
which is known as visualisation.

Data e [mage
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Some of the categories of image processing software with their respective Introduction to

examples and features are listed below:

{(a) Graphics Image Processing: Commonly used sofiware example is:
Photoshop.

(b) Geograpliic Information Systems (G15): Commanly used sofiware exam ple
is: ArcMap.

(¢} Remote Sensing Puckages: Commonly used software example is; ERDAS.

(d) Numerical Analysis Packages: Commonly used sofware example is:
MatLab. .

(¢) Web-based Services: Commonly used software example is: Protected Area
Archive.

4) No. While true-scale, structurally valid drawings are the reason for CAD’s
existence, its use is as diverse as our customer’s imaginations.

{a) Page layout, web graphics (when scaling and relationships are important to an
image, making the image in CAD and exporting it as a bitmap for touchup
and conversion can be very productive).

(b) Visually accessed databases (imagine a map with details where you can zoom
into an area and edit textual information “in place” and you can then see what
other items of interest are “in the neighbourhood” - our program’s ability to
work very rapidly with large drawings is a real plus here).

(c) Sign layout, laser-cutting patterns for garment factories, schematic design
(where CAD’s symbol library capabilities come in handy), and printed-circuit
board layout (This was the application that our first CAD program, created in
1977).

5} The DWG file format is a CAD vector format developed by Autodesk and created
by their AutoCAD application. DXF is also a CAD vector format. It is designed to
allow the exchange of vector information between different CAD applications.
Most CAD applications can save lo and read from DXF format.

When CAD drawings are sent lo printers the format commonly used is HPGL.
HPGL files typically have the extension .plt.

The HPGL fite format is a vector format deveioped by Hewlett Packard for
driving plotters. The {ile extensions used include .plt, .bpg, .hp2, .pI2 and
sometimes .prn. However, the use ol the .prn extension is not an absolute
indicator that the file contains an HPGL code. They are often referred to as ‘plol
files’. Trix Systems offers several options for handling HPGL and the later
HPGL2 file formats.

Check Your Progress 3

1) Compuier simulation is the discipline of designing a model of an actual or
theoretical physical system, executing the model on a digital computer, and
analysing the execution oulput. Simulation embodies thé principle of “learning by
doing” — to learn about the system we must first butld a model of some sort and
then operate the model. Simulation is often essential in the following cases:

» the model is very complex with many variables and interacting components;
¢ the underlving variables relationships ate nonlinear;

e the model coniains random variates;

* Lhe mode] output is to be visual as in a 3D compuler animation,

The Advantage of Simulation is that — even for easily solvable linear systems — a
uniform model execution technique can be used to solve a large variety of systems

Computer Graphics
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without resorting to a “bag of tricks” where one must choosa special-purpose and
sometimes arcane solution metheds to avoid simulation. A:other important aspect of
the simulation technique is that one builds a simulation model to replicate the actual
system, When one uses the closed-form approach, the model is sometimes twisted to
suit the closed-form nature of the solution method rather than to accurately represent
the physical system. A harmonious compromise is 10 tackle system modeling with a
hybrid approach using both closed-form methods and simulation. For example, we
might begin to model a system with closed-form analysis and then proceed later with
a simulation. This evolutionary procedure is often very effectlive.

Pitfalls in Computer Simulation

Although generally ignored in computer sirnulations, in strict logic the rules
governing floating point arithmetic still apply. For example, the probabilistic risk
analysis of factors determining the success of an oilfield exploration program involves
combining samples from a variety of statistical distributions using the MonteCarlo
methods. These include nermal, lognormal, uniform and the triangular distributions.
However, a sample from a distribution cannot sustain more significant figures than
were preseni in data or estimates that established those distributions. Thus, abiding by
the rules of significant arithmatic, no result of a simulation can sustain more
significant figures than were present in the input parameter with the leasi number of
significant figures. If, for instance the net/gross ratio of oil-bearing strata is known to
only one significant figure, then the resuit of the simulation cannot be more precise
than one significant figure, although it may be presented as having three or four
significant figures. |

2) Animation is a time based phenomenen for imparting visual changes in any scene
according to any {ime sequence, (he visual changes could be incorporated througl
transiation of object, scaling of object, or change in colour, transparency, surface
texture ctc., whereas Graphics does not contain the dimension of time.

Graphics + Dimension of Time = Arimation
Check Your Progress 4

1} A graphic tablet is a drawing tablet used (or skelching new images or tracing old
ones. Or we can say that a graphics 1able; is a computer inpul device that allows
one to hand-draw images and graphics, similar to the way one draws images with
a pencil or paper. Or Graphics tablet is a compuler peripheral device that allows
one to nand images directly into a computer, generally through an imaging
program.

Difference between pen and puck: Objects are drawn with a pen {or stylus) or
puck, but are traced with the puck only.

2) Touch panels allow displayed obiects or screen posilians to be selected with the
touch of the finger, also known as Touch Sensitive Screens (TSS). Four types of
touch parels commonly in use, are Electrical, Electro-Mechanical, Optical,
Acoustic touch parels.

3) Vhe difterences between printers aind ploliers:

{2) Ploiters print their output by moving a pen across the surface of piece of a
paper. This mear:s that plotters arc restricled to line arl, rathier than ruster
graphics as with ~ther printers. They can draw eompiex line art, including
text, but do so very slowly because of mechanical movement of pen.
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{(b) Another difference between plotter and printer is that the printer is aimed

primarily at printing text. Thus, the printer is enough to ganerate a page of
output, but this is not the case with the line art on a plotter.

Film recorder is a graphical output devices for transferring digital images to
photographic films,

Check Your Progress 5

1

2}

Refreshing display devices are those display devices in which the picture
continuously refreshes. The general refresh rate is 40 to 60 times per second
example CRT. There are two kinds of refreshing display devices, namely the
random scan and raster scan, the limilation is that these devices are not competent
to provide smooth and geod quality images.

In Random Scan system the Display buffer stores the picture information, further
the device is capable of producing pictures made up of lines but not of curves.
Thus, it is also known as “Vector display device or Line display device or
Calligraphic display device.

[n Raster Scan system the Frame buffer stores the picture information which is the
bit plane (with m rows and n columns) because of this type of storage the system
is capable of producing realistic images, but the limitation is that the line
segments may nol appear to be smooth.

lutroduction to
Cumputer Graphics
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2.1 INTRODUCTION

In unit 1 of this block, we have discussed refreshing display devices and its types thal
arc Random Scan display devices and Raster Scan display devices. We have aiso
discussed the limitations of these display devices. In Raster Scan display device,
which we have discussed in the previous unit, the piciure information is stored in the
frame buffes, the concept of frame buffer conveys that the information for the image
to be projected on the screen is stered in the form of Os and s, making respective
pixels activate and deactivate on the screen, and it is the concept itself which
contributes to the discreteness in the picture under display. So, in this unit we are
going to extend our discussion to algorithms, which are responsible for actual display
of the geometries like line, circle etc., on display devices, such that there is decrease in
discreteness and hence, more realistic finished image is (he outcome.

2.2 OBJECTIVES

Afler going through this unit, you should be able to:

s describe the Line Gencration Algorithm;

o apply Line Generation Algorithm to practical problems;

» describe the different types of Line Generation Algorithim;

s describe Circle Generation Algorithm;

¢ apply Circle Generation algorithm to practical problems;

¢ describe the different types of Circle Generation Algorithms;
»  describe Polygon fill algorithm, and

o describe Sean Line Polygon fill alporithm.

2.3 POINTS AND LINES

'n the previous miil, we have seen that in order o draw primitive objects, one hav

fitsi suan convert the objects. This refers jo the operation of Muding out the fecaticn of

pixels to be intensified and then setting the values of corresponding bils, to Lhe desired
intensity level. Each pixcl on the display surface has a finite size depending on the
screen resolution and hence, a pixel cannot represent a singic mathematical point,
However, we consider each nixcl as a unit square area identified by the coordinate o7
its lower lefl corner, the origin of the reference coordinate system being Iocated at the

LRI Rl
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lower lef1 corner of the display surface. Thus, each pixel is accessed by a non-negative
integer coordinate pair (x, y). The x values start at the origin and increase from left to
right along a scan line and the y values "

(i.e., the scan line numbers) start at botlom and increase upwards.

<
AT Scalc line

L I T L. I = TS - -

Figure 1: Scan lines

Figure 1, shows the Array of square pixels on the display surface. Coordinate of pixel
A:0,0;B: 2,2;C:6, 7. A coordinate position (6.26, 7.25) is represented by C,
whereas (2.3, 2.5Y is represented by B. Because, in order to plot a pixel on the screen,
we need to round off the coordinates to a nearest integer. Further, we need to say that,
it is this rounding off, which leads to distortion of any graphic image.

Line drawing is accomplished by calculaling the intermediate point coordinates along
the line path between' two given end points. Since, screen pixels are referred with
integer values, plotted positions may oniy approximate the calculated coordinates —
i.c., pixels which are intensified are those which lie very close to the line path if not
exactly on the line path which is in the case of perfacily horizontal, vertical or 45°
lines only. Standard algorithms arc available to determine which pixels provide the
best approximation to the desired line, we will discuss such algorithms in our next
seclion. Screen resolution however, is a big factor towards improving the
approximation. In a high resolution system the adjacent pixels are so closely spaced
that the approximated line-pixels lie very close to the actual line path and hence, the

plotied lines appear to be much smoother -— almost like straight lines drawn on paper.

In a low resolution system, the same approximation technique causes lines to be
displayed with a “stairstep apperance” i.e., not smooth as shown in Figure 2, the
effect is known as the stair case effect. We will discuss this effect and the reason
vehind this defect in the next section of this unit.

s

A Figure 2: Stair case effect
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2.4 LINE GENERATION ALGORI'vHMS

In unit |, we have discussed the case of frame buffer where information about the
image to be projected on the screen is stored in an m*7 matrix, in the form of Os and
Is; the 1s stored in an m* » matrix positions are brightened on the screen and 0’s are
not brightened on the screen and this section which may or may not be brightened is
known as the Pixel (picture element). This information of 0s and 1s gives the required
pattern on the output screen i.e., for display of information. In such a buffer, the
screen is also in the form of m* » matrix , where each section or niche is a pixel (i.e.,
we have m* n pixels to constitute the output).

Picture line
information g’:’

oJoJoJ1fo]o -
olo[1]o[o[o |~ L
cl{1 10000 |
DC o

1{o[o]ofo]o > DC_|
oj1 (o000 gc=tD‘:'l°’“Y
0 0 1 0 0 0 onirolier \.\
olofojJ1|Oo|0O
ojo (o0 |11]0

Frame Output

Figure 3: Basic Line Generation
Now, it is lo be noled that the creation of a line is merely not restricled to the above
pattern, because, sometimes the line may have a slope and intercept that its
information is required to be stored in more than one section of the frame buffer, so in
order to draw or to approximate such the line, two or more pixels are to be made ON,
Thus, the outcome of he line information in the frame buffer is displayed as a stair;
this effect of having two or more pixels O to approximating a line benween two
points say A and B is known as the Staircasz effect. The concept is shown below in
Figure 4.

?;;7’ B
[~
/af—J Staircase elfcet

Figure 41 Staircase eifect

So, from the Figure Jf, 1 think, it is clear to you that when » line 1o be drawn is simply
described by its end points, then it can be plotted by making close upproximation: =f
the pixels which best suit the line, and this approximation is responsible for (he
slaircase cffect, which miss projecls the information of the geametry of linc stored in
the frane buffer as a stair. This defect known as Staircase effect is prominent in DDA
Line generation algorithms, thus, to remove the dcfect Bresenham line gencration
Algorithm was intreduced. We are geing to discuzs DDA (Digital Differentia
Analyser) Algorithm and Bresenham line generation Algorithm next.
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2.4.1 DDA (Digital Differential Analyser) Algorithm

[rom the above discussion we know that a Line drawing is accomplished by
calculatng intermediate point coordinates along the line path between two given end
paints. Since screen pixels are referred with integer values, or plotted positions, which
may only approximale the caleulated coordinates — i.e., pixels which are intensificd
are those which lie very close to the line path if not exactly on the line path which in
this case are perfectly horizontal, vertical or 45° lines only. Standard algorithms are
available to determine which pixels provide the besl approximation to the desired Jine,
onc such algorithm is the DDA (Digital Differential Analyser) algorithm. Before
going to the details of the algorithm, lel us discuss some peneral appearances of the
tine segment, because the respective appearance decides which pixels are to be
intensificd. [tis also obvious thal only those pixels that lic very close to the line path
are to be inensified because they are the ones which best approximate the line. Apart
{rom the exact situation of the line path, which in this case are perfectly horizontal,
veriical or 45° lines (i.e., slope zero, infinite, one) only. We may also face a siluation
where the slope ol the tine is > 1 or < 1.Which is the case shown in Figure 5.

line 2
lIorEon(al Span: line 2 //-)

Yerlical Span: line 2 gcj
/
end points P ' Ol e > line |
OO | ,
Qe _/vsFical Span :line 1

¥

Hor{zontal|Span: line 1

J

Figure 5: DDA iine generutica

It Figure 3, there are two lines, Line | (slope<1) and line 2 (slope>1). Now ler us
discuss the general mechanism of coastruction of these twao lines with the DDA
algorithin. As the slope of the line is a crucial factor in its construction, let us consider
the algorithm in two cases depending on the slope of the line whether itis> | or < [,

Case 1: stope (i) of line is <1 (i.e., line 1): In this case to plot the line we have to
move the direction of pixel in x by 1 unit every time and then hunt for the pixel value
of the y direction which best suils the line and lighten that pixel in order to plot the
tine.

So.in Case | e, 0 < < | where x is 10 be increased then by { unil every time and
pFOMCT Vs approximated.

Tave 2z slope () of ine is > 1 (i.e,, line 2} if mi > | ¢ 2, case of line 2, then the most
Cherds pinie stntepy would be o move towards the p direciion by 1 unil every time
wroadetermine the phxel i x dircction which best suills Ui+ ling and gei that pixel

iightened to plel the line.

49
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So, in Case 2, i.e., (infinity) > m > 1 where y is to be increased by | unit every time
and prof er x is approximated.

Assumption: The line generation through DDA is discussed only for the ¥ Quadrant,
if the fine lics in any other quadrant then apply respective transformation (generally
reflection transformation), such that it lics in I* Quadrant and then proceed with the
algorithm, also make intercept Zero by ranslational transformation such that (x,, 3}
resolves to (x;, mx; + c) or (x;, mx;) and similar simplification occurs for other cases ol
line generation. The concepl and application of transformtions is discussed in

Block 2 of this course.

Note:

1} Ifin case |, we plot the line the other way round i.e., moving in y direction by 1
unit every time and then hunting for x direction pixel which best suits the line. In
this case, every time we look for the x pixel, it will provide more than one choic»
of pixel and thus enhaices the defect of the stair case effect in line generation.
Additionally, from the Figure 5, you may notice that in the other way round
strategy for plotting line 1, the vertical span is quite less in comparison to the
horizontal span. Thus, a lesser number of pixels are to be made ON, and will be
available if we increase Y in unit step and approximate X. But more pixels wilt be
available if we increase X in unit steps and approximate ¥ (this choice will also
reduce stui.case effect distortion in line generation) (.- more motion is to be mace
along x-axis). .

2) Consider a line to be generated from (Xo, Yo) to (X,, Y)). If
(X,- X, > Y, -Y,)and X, — X > Othen slope (m) of line is < I hence casc |

for line generation is applicable otherwise case 2, e F (X, - X, <Y, -1
and X, ~ X, >0 then slope m > 1 and case 2 of line generation is applicable.
Important: Assume that X,>X, is true else swap (Xp, Yo) and (X,, Y}

3) When 0 <m < | :increment X in unit steps and approximate ¥ '
s Unit increment should be iterative = x; = (x; _ ;) + | such that (x;, 37) reselves
10 (x;, mx, +¢) or (x;, mx,) . It is 16 be noted that while calcuiating y, if y,
turned out to be a floating number then we round its vahee to select the
approximating pixel. This rounding off feature contributes to the siaircase
effect.

Wher (infinity) > m > 1 increment Y in unit steps and approximate X, simplily
{x;, 3,) accordingly.

Case 1z slope (m) of lineis <1 {or 0 <m < i)

Censider a line to be generated from (X, Yy 1o (X, V;) . Assume that X;>X, is true
clse swap (Xa Yo and (X, ¥p). Now. if (X, ~ A, > ¥, - ¥) that means siope {m}
of ling'is = 1 hence, case | for line generation is applicable. Thus, we need o
increment Y in unit steps and approximate F. So, from X, 10.Y, , x; Is incramenilud o
unit sieps tn the horizontat direction, now for these unit steps the satisfying value of
can bg eslimated by the general equation of line y = mx ¢,

Similarly, for case 2, let us sum up our discussion on DDA algorithmn for bath eascs.

We will examine cach case separateiy.

Bl e el



A
Y KX, 1)
Xe.Yo) .- ; ]
: i ; :
(- %o X L T N—— Xo= X1}
) Figure 6: Stope (m) of line is < [ (i.e., line 1)
Sum up:

For instance, in a given line the end points are (X, ¥y} and.(X;, ¥;). Using these end
points we find the slope (m = ¥, — ¥,/ X; — X} and check that the value of m1 lies
between G and | oris> 1. IF0 <m < | then case | applies, else, case 2 applies.

For case 1, increase x by one Unit every time, for case 2 increase y by onc Unit every
time and approximate respective values of y and x.

We assume equation of line is y = mx+c -
Alx=gx, we have ¥ =mx,te

Similarly atx =»x,,, we hajje Yoo =my. e
Case 1: Slope (m) of fine is 0 < a1 (i.e., line 1)

Since x is to be increase by [ unit each time
=%, 7x+t] —e— (1)

So by using equation of line v = mx+e we have
Ye-1=m{x,+ l) +c
=mx, +¢c+m
=yt m )

Equations (1) and (2) imply that to approximate line for case |1 we have to move along
x direction by | unit ta have next value of x and we have to add stope m to initial y
value to get next value of y.

Now, using the starting point (xq, Yo} in the above equations (1) and (2) we go forx,
andy, (7= 1,2, ......n) and put colour 1o the pixel to be lightened.

It is assumed that X, < X, .. the algorithm goes like:

X« X

¥ {— Yg

me— (¥, =Y/ (X - X)
while (x = =X} do
put-pixel (x, round (»). color)

(new x-value) x (old x-value) x + i
fhew r-axis) y {old y-valuej i i m
swnple execution of algorithm case I
ab {x 1) > put-pixel {xg, v, colour)
CENEL gt
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. Algorithm for case 2;

at {x), vi} = put pixel (x,, 3, colour)

similarly, x2 =X+ I; y2 =¥+ m
af (x2, y2) : put pixel (a2, ya, colour) and so on.

Case 2: slope (#71) of line is > | (i.c., line 2): Same as case | but, this time, the v
component is increased by one unit each time and appropriate x component is to be

selecled, To do the task of appropriate selection of x component we use the equation
of Line: y = mx+te.

Unit increment should be iterative = yy.; =y, + I ; for this y;.) we find
corresponding x,.; by using equation of liney =mx + ¢ and hence get next points

51 e 1)-
=Sy =y=mya-x) - 3)

as v is Lo be increase by unit steps
e T (4)

using equatio. {4} in {3} we get
=V=mx-x) e ()

rearranging {5) we get

= im=0.- %)

1
x.‘*]:xi-!-_
i -

So, procedure as a whole for Case 2 is sun:med up as Alpgorithim case 2:

Assuming Y, < Y the algorithm gces like -ﬁ‘

X — qu,'
¥« Ya }')
" = (Yj - YU-}!; -{_:Y_- - 1‘{!]); — p
my & Lm
while (y < Y,y do
{ L
put-pixe} (round (), y, colour) -
Ferth 7
x+—x+m: 8] [
3'( Figure 7- Slope (m) of line s > 1
!

Exampte 1: Draw line segment from point (2, 4) 10 (9, 9} using DDA aigarithm,
Solution: We know oneral equation of line is given by
y =mxtcwhere m =y, - y'( X} .- Xg}

given (X, vo) = (2, 4} (v ) = 9 9




== D I ie.0<pm<l
x-x 9-2 7
5 63—-45 18

C=y,-~mx;=9-—=x9 =
yom 7 7 7

So, by equation of line {3 = mx + ¢} we have

N
7 7
DDA Algorithm Two case:
Case l:m < } Xpap=x;4
Y. =y tm
Case 2:m > | Xis =Xt {1/0)
Yier=yi+ 1

AsQ <m <1 soaccording lo DDA algorithin case 1
x, . ,=x+1 Vo= ytm

given fx, yo) = (2, 4)

1}x, = xu + 1 =3
5 28+5 33 5
J’," :)}” 4+ = 4.;._ = ___._‘}_.._-=-)7=4__
put pixel {xq, round y, colour}
t.e., puton (3, 3)
2=+ i=3r1=4

rd

y; =y tm = (137) +

=~ | Uiy

= 38/7=52
-

puton (4, 3)
Similarly go on till (9. ) is reached.

& Checlc Your Progress |

i} What do you mean by the lerm graplic primiiives?

3) Whatis the reason henind ihe Staircase effeci?

Graphic Primifives
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4) How does the resolution of a system affect graphic display?

5) Modify the DDA algorithm for negative sloped lines ; discuss both the cases i.c.,
slope > 1 and 0 <slope < 1.

6) Using DDA algorilhm draw line segments from point (1,1) to (9,7},

2.4.2 DBresenham Linc Generation Algorithm

Bresenham algorithm is accurate and efficient raster line generation algorithm. This
algorithm scan converts lines using only incremental integer calculations and ihese
calculations can also be adopled to display circles and other curves.

A (‘3' Specified Line Path

Sean Line i
Fositions | 13 @M A

2 P

10 L 12 13 14

Pixel Columns
Fizurc B: Bresenbanr line generation

Saapling 2t Unitx distance in Figure 8, we need to decide which of the two possible
oive!l position is closer to the linc path at each sample step.

n /; & we need to decide that at nexl sample position whether to plot the pixel at
position (11, 1) orat (11, 12).

Similarly, In f2: the next pixei has to be {11, 13} or (11, 12) or what choice ol pixel is
to be made to draw a line is given by Bresenham. by testing the sign of the inteper
parameter whose value is proportionat 1o the difference between the separzilon of the
iwo pinel positions from actual Jine path. [n this section, we will discuss the
Bresenham fine drawing algorithn for + v slope (G2 <2 V) Iiha slepe Is nepative
then, use reilechinn ranstormation o tonstorm the fine segment with negative siope
vo line segment with posilive slope. Now, Ivt us discuss the generetion ol fine again n
two silualions as in the case of DDA line generalion.

EEETE S Rl ]
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Case 1: Scan Conversion of Line with the slope (0 <m < 1)

Ilere the pixel positions along the line path are determined by sampling at Unit x
intervals i.¢., starting from the initial point. {xo, yo) of a given line we step to each
successive cotumn, (i.e., x-position) and plot the pixel whose scanline y value is
closest 1o the line path. Assume we proceed in this fashion up to the k" step. The
process is shown in Figure 9. Assuming we have determined the pixel at (x;, y:). We
need to decide which pixel is to be plotted in column x,, , Qur choices are either

(X2 1 Y2 Or{xg . 1, 30 0)-

/& v Vi)
YLl S,
(Il" l..'r')
1
Yy
.--'-'---_-_ -
(Ilv)Lj r|
ey
XL (xl'l‘xk+|]

Figure 9: Scan conversion < m < |

At sampling position X} . ; the vertical pixel (or scan line) separation from
mathematical line ( = mx + ¢) is say d; and d.

Now. the y coordinate on the mathematical line at pixel column position X . | is:

y=mixp.)+c (M
by Figtire ¢ . :
' di=yr-n 2)
ThR(xea}te-y e —(3) (using (1})
stmilarly. > = 30 )~y =a0. l=m(x. )-¢ (4) .

using (3} and (4) we find d) — d-
di-doh=[mxs. Nre—pl-Det l—mix, 1)-¢]
=Epx tmte—y—w-t+mg+mte
=2m (J.'i + 1) 2_]'1 +2c-1 {5)

Say, decision parameter p for k™ step i.e., py is given by

p, = A&x{d, —d,) (6)

Now. a decision parameler p; for ihe k" step in the line algorithm can be obtained by
rearranging (5) such ihat it invelves eniy integer calculations. To accomplish this
substitute m = Ay/dr where, Ay and Ar = vertical and horizontal separations of the
cue painl pusitions.

oo Axda) - ) A2 (g 1= 2w 26 - 1
iAo 1 20 20 -

2oarim ol - 2Awy DA A
- 24y x -~ 2 Ay 24 Ac(2e - )
Mmoo 2AvN = 2ANn b (%)
wiere b is constant with valee b =2Ar - Ac{2: - 1) -— {8}

¥
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Note: sign of py is same as sign of d, — d; since it is assumed that Ax >0
|As in Figure 9, d,'< d; i.e. (4, - dy) is —ve i.c., pu is —ve 5o pixel T; is more
1ppropriaic choice otherwise pixel S; is the apprapriate choice.

. (1)if pi <0 choose T;, so next pixel choice after (x5, y2) is (Xe+ 1, Yu)
clse 2). :f’pk > ( choose S, , so next pixel choice after (x(, ¥ } 15 (X4 1, Vs 1)-

Alstep k + | the decision parameter is evaluated by writing (7) as:
Prr) =28y X —28x ey +D 9)

Subtracting (7) from (9) we get

Peet— P =28y(xeer —X1,) — 2L\r&—_5) 20y - 2A¢ (i) - 1K)
6orl

Py <0 Yo =W

depending on sign of o;
P >0y =y

Pt = pr+ 28y —248x (yiv 1 = yu) !

‘This recursive calculation of decision parameter is preformed at each imeger position,
beginning wilh the left coordinate end peint of line.

This first parameter p is determined by using equation (7), and (8) al the starting
pixel position (xo, yo) with s evaluated as Ay /Ax (i.e., mlercept c= 0)
pPe=0-0+b=2Ap+Ax(2%0-1)=24y—
po = 2Ay — Ax -----~-—---------—-—--(10 A)

Summary:
(Bresenham line drawing algorithm for +ve slope (0 <m <1).

o [Ifslope is negative then use reflection transformation to transform the line
segmenl with negative slope to line segment with a positive slope.

¢ Calculate constants 24y, 2Ay — 2Ax, Ay, Ax at once [or each line to be scan
converted, so the arithmetic involves only integer addition/subtraction of these

conslanis.

Remark : The algorithm will be exactly the same if we assume [m | < /
e Algorithm | m| <I:
(a) Tnput two line end points and store left end point in (xo, vo).
(k) Load {xq, yo) on frame buffer i.e, piot the first point.
(c) Calculate Ax, Ay, 24y, 2Ay - 2Ax and obtain the starting value of decision
parameler as pp = 24y — Ax
(d) At each x; along the line, starting at + = 0, perform following test:
il py, <0, e neat plotis (a4 v and pe-y "™ 245
clse nextplolis (xi0 g,y Dand po = o3 2(Ay - Ax)

() Repeat step (D) Ax lims.

Bresenham Line Generation Algorithm (| m <1}
Ax —Xx; - Xy I

Ay =y —w

Py 24y - Ax

RN o
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while fx, < =x,) do
{puton {x,, y¢
if (pi > 0} then
{xg e=xp + [
eyt I
Pooa=pl+ 2 (dy— ax);

}
if {pi <0) then
{xp & xp+ /
Yo =)o
I (—-‘pf +2 dy
H
1

Note:

* Bresenhams algorithm is generalised to lines with arbitrary slopes by considering

the symmetry between the various octants and quadrants of the coordinate system.

* For line with +ve slope {m) such that m > 1, then we interchange the roles of x
and y direction i.e., we siep along y directions in unit steps and calculate
successive x values nearest the line path.

» for—ve slopes the procedures are similar except that now, one coordinate
decreases as the other increases.

Example 2; Draw line scgment joining (20, 10) and (25, 14) using Bresenham line
gencration algorithm.

Solution: (xq, yy) = (20, 10) ; (x, v} = (25, 14)

o MY 1410 4
X -x, 25-20 5

AS, m:él:i:dy:.{
Ax ]

dx =35 -
— plet point (20, 10)
po=24y - Ax
=i T opi=2%4-5=3
asp;r > Qsoxp 21y, ¢ H
now plot (21,11)
i=2asp, >0
Spr = pyt 20dy - Ax)
=3+2(-5)=3-2=¢
pr=>0 soxy e~ 22; vy & 12
pint(22,12)

i=3asp, >0
Py =gt 2y A =1 424 -5) = §
Pyt 0 e 23
Yo 12
plot (23, 12}
i=dasp; <0 -

LDy =py 24y

Graphic Primitives
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=—f+2*4=7
G Xp €= 24 yp 13

plot (24, 13)
i=5asp,;>0

ps=pet 2 (dy—4Ax)
=7+2(4-5}=5
Xy €—25,'yu « 14
plot (25, 14)

{fori=6, x; will be > x; so algorithm terminates

Examp!le 3: [Hustrate the Bresenham line generation algorithm by digitzing the line
with end points (20, 10) and (30,18}

yl_ylzﬂzls__lg=£=o-3 —
x,-x, Ax 30-20 10

Solution: m =

= Ay=8 andAx=10 ———— e ——(2)
value of initial decision parameter (ps) =24y - Ax=2*8 —-10= 6 ————(3}

value of increments for calculating successive decision paramelers are:

24y =2*8=16; S— T
28y-2Ar=2*8-2%10=—4 e (5)

plot initia! point {xc, yo) = (20, 10) in frame buffer now determiine successive pixel
positions along line path from decision parameters value {20, 10).

vF Check Your Progress 2

1} Compare Bresenham line pencration wilh DDA linc generation.

k h (xz4 1. ¥e<1} < [usestep (d} of algorithm Ax times]
0 6 (21,11)

; 2 2 gi’ :% If p¢ > 0 then increase both X and ¥
3 14 (24, 13) andpge.; =pe T 24y~ 2/

; ‘ISO gg :2; If pg < 0 then increase X and not ¥
6 2 (27: 16) andp, ., =p: + 24y

7 -2 (28, 16)

8 14 29,17

9 10 (30, 18)

RREr B T S e e

o R

-- - - rETTT

Y I
i



3y lustrate 1he Bresenham line gencration algorithia by digitising the line with end
points (15, 5)and (25,13).

2.5 CIRCLE-GENERATION ALGORITHMS

Circle is one of the basic graphic component, so in order to undersiand its generation,
let us go through its properties first;

2.5.1 Properties of Circles

In spite of using the Bresenham circle generation (i.e., incremental approval on basis
ol decision parameters) we could use basic properties of circle for its generation.

These ways are discussed below:

Figure 8: Property of circle

Generation on the basis of Cartesian Coordinates:

A circle is defined as the sel of poinis or focus of all the poinls, which exist al a given
distance » from center (x,, y.). The distance relatienship could be expressed by using
Pythagenous theorem in Cartesian coordinaics a=

A
Y

Figure ¥ Circle geperation (cariesian casrdinaty -ystee)

RPN VRSN I {1

Now, using (1) we can calculate points on the circumference by stepping z2long x-axis
[rin - to x, 7 ana caleuwlating respective y values for each position.

- 7
YERE T o (x-x ) (2)

Graphic Primitives

5%

CeSATTTETTTT O



-Raster Geaphlics and
Clipplng

60

Gencration on basis of polar coordinates (r and 8)

M

(x, ¥}

Figure 10: Circle generation (polar coordinate system)

Expressing the circle equation in parametric polar form yields the following equations

x=x.+rcos9

y=y.+rsin 0 - (3)

Using a fixed angular step size we can plot a circle with cqually spaced points along
the circumference.

Note:

o Generation of circle with the help of the two ways mentioned is not a good choice
-~ both require a lot of computation equation {2) requires square root and
multiplicaiion calculations where as equation (3) requires trigonometric and
muldtiplication calculations. A more efficient approach is based on incremental
calculations of decision paramerer. One such approach is Bresenham circle
generation. (mid point circle algorithm).

o This Bresenham circle generation (mid point circle algorithm)is similar to line
generation. Sample pixels at Unit x intervals and determine the closest pixel to the
specified circle path at each step.

¢ Fora given radius and*center position (x, y,) we first setup our algorithm to
calculate pixe! position around the path of circle centered at coordinate origin
(0, 0) i.c., we translate (x,, y.) — (0, 0) and after the generation we do inverse
translation (0, 0) — (x., y.) hence each calculated position (x, y) of circumfcrence
is moved to ils proper screen position by adding x. to x and y.to y.

(0,1)
E 4

Fipure 11: Circle generalion (Inilialisation}
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» In Bresenhan: circle gencration (mid poini circle clgorithm) we calculate points
in an octant/quadrant, and then by using symmetry we find other respective points
on the circumference,

A
- X, 5)’")
Cop b x| oy
vin | '
(-».x) v, x)
Vil n
Vi 11
(-3.-2) o ) ]
(~xy) ¥ (x;) %) (x:%y)

QUADRANT

Figure 12: Circle gencralion approaches

OCTANT

2.5.2 Mid Point Circle Generation Algorithm

We know that equation ol circle is x? ++ ) = /2. By rearranging this equation. we can
have the function, to be considered for generation of circle as £ (x, y).
Sy =y - S—

The position ol any point {x, ) can be analysed by using the sign of /; (x, Mie.,
<@ if (x, y)is inside circle boundary

decision parameter — £ (v, y) = ¢ = 0 if (x, y)is on the circle boundary --—--—-(2)
> 0iF (x, y)is outside circle boundary

1.e,, we need 1o test the sign of f; (x, y) are performed for mid point between pixels
near the circle path at cach sampling step.

b k] 2
Xy =10

il

Yk \&

\_/ N

¥

Yy — 1 :‘nl_d

c- pomt

, N
'_X].; i | Xk+2 \

Figure 13: Mid point behvezn Candidate Pixel at sampling Pesition xg . ; alony Circular Pail

Figure 13 shows the inid point of two candidale preed (v nyand (g ., 0 al
saumipling position x; + 1. o

LI
Assuining we have just plotted the (v, 1) pixel. now. we need to determine the next
pix ol be plotted ar (o) or (v ;D). fnorder e decide the pizet on the
circles path, we would need 1o evaluate our decision parameler P+ atiaid point
Letvreein these wo pixels i.c.,
, i 2
Pe=7 000 —'_,‘) ={u-;

(using (1)

Graphic Priminives
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If p; < 0 then => midpoint lies inside the circle and pixel on scan line y, is closer to
circle boundary else mid point is outside or an the circle boundary and we select pixel
on scan linc y; — | successive decision parameters are obtained by using incremental

calculations.

The recursive way of deciding parameters by evaluating the circle function at
sampling positions x; . + { =(x, +1)+ 1=x; +2 '

1 |
e =felag - ;) =[a+)+ D'+ (. r—;f-’?] —-emeae(4)
subtract equation (3) from (4) we get

Pe i—pi= {0+ 1) ¥ 1+ (e — %)’—f}}—{(xﬁ )+ (yk—g)’—r’;

Pioi—pe =t DT+ 20+ 1) f]"‘[yzk-:‘!'%*Z}z-yt-;]—;/—(xt+ff

7, 1 ]
-+ z,—l;wd"‘f
=M+!+2(-‘-‘t+!)+y2lvr+/£"}’k-l_ )_J’t)_/%"FJ’k

P =pt2at i)t BT e AV Y R —-mee—(5)

Here, ;. could be y or yi_ depending on sign of p;

so, increments for obtaining p, ,, are : -
either2x,,, +1(if p, <0)(ie, ¥, =Y.}
or2x,, +1-2y, (ifp, >0)(ie.y;, =¥, —DSo(2y,., = 2y, —D =2y, -2

How do these inerements occurs?

® Yy =Yr:uselilin(5) we get
Prr =P +20atD)+0-0+1=p +(QDxeit 1)

N Prs 1 = Pet (2 + 1) SR (

o Yi.,=Yi useitin(5)we get
TPier T Pk+2xp|+(,l’h|2—)'t')‘()fh|-'}’t)+l
(yh-l_.yi) [(yi+|+yi)_1] +1

=pit 20 F
Pros =Pt (2 =2t 1) J — ) |
Also,
Zrp =20t ) =25+2 JU— ¢
2% P2V =2 - )=2w -2 e %)
Nm‘c:

»  Alstarling position (0, #} the terms in (8) and (5) have value 0 and 2r respectively
Each successive value is obfained by adding 2 to (he previous value of 2x and
subiracting 2 from (he previous value of 2y.

e |
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e The initial decision parameter is obtained by evaluating the circle function at start
position (xs, ¥o) = (0, r)

~r1{using 1)

E Y

- l l
e, pokllr—)=l+(r- 5)2_,2=

If radius r is specified as an integer then we can round p, to

po=l-r

(for r as an integer).

Midpoint Circle Algorithm

(a)  Input radius r and circle, center (x,, y.) and obtain the first point on the
circumference of the circle centered on origin as

{xo, yo) = (0. r)

{b) Calculate initial value of decision parameter as
Po= ——r~{-r

{c) At each x; position starting at k =0 perform following test.
1} If p: <0 then next point along the circle centered on (0, 0) is (xi« 1, yi)
and prog =Pt g+ |
2) Else the next point along circle is (x; ., y,— 1) and
Pt 1 =Pt g -2y
where 2x,, | =20 +1)=2x;+2 and 2y;_,= Ay —1)=2y, -2
(d} Determine symmetry points in the other seven octants,
(e} Move each calculated pixel position (x, ) onto the circular path centered on
(x y.) and plot coordinate values x=x+x_, P=yiy ’
{(f) Repeatstep (c) through (e) until x 2 y.

Example 4: Given a circle radius r= 10 determi~e positioi.s along the circle octants
in 1" Quadrant fromx =0 to x =y

Selution: An initial decision parameter p,=1! - = [-{0=-9
For circle centered on coordinate origin the initial point (xq, yo) = (0, 19) and initinl
increment for calculating decision parameter are:

2xy= 0,2y, =20

Using mid point algorithm point are:

k iR X+ 15 Yoo 1) 2x 44 2y,

0 ~9 (1,10 2 20

I 6 (2.10) 4 20

2 -1 (3.10) 6 20 .
3 6 (4. 9) 8 18

i 5 (5.9 10 8

5 8 (6. 8) P2 16

y 5 7.7 L 14

2.6 POLYGON RILLING ALCORITHM

In many graphics displays, it becomes necessary to distinguish between various
regions by filling them with diffcrent colour or at least by different shades of gray.
There are various methods »f filling a closed region with a specified cotour or

6
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equivalent gray scale. The most general classification appews o bu tirough following
algorithms:

1) Scan Line polygon fill algorithm.

2) Seed fill algorithm./Flood fill algorithm which are further classified as:
(a) Boundary fill algorithm
(b) Interiar fill algorithm

We restrict our discussion to scan linc polygon fill algorithm, although we will discuss
the others in brief at the end of this section. )

Scan Line Polygon Fill Algorithm

In this, the information for a selid body is stored in the frame buffer and using that
information all pixels i.e., of both boundary and interior region are identified and, are
hence plotied.

Here we are going ta do scan conversion of solid areas where the region is bounded
by polygonal lines. Pixels are identified for the interior of the polygonal region, and
are then filled plotted with the predefined colour.

Let us discuss the algorithm briefly, then we will go into details on the same.

This algorithm checks and alters the attributes (i.., characteristics and parameters) of
ihe pixels along the current raster scan line. As soon as it crosses over from the
outside 10 the inside of a boundary of the specified polygon it starts resetting the
colour {or gray) attribute. In effect filling the region along that scan line. It changes
back to the original attribute when it crosses the boundary again. Figure /4 shows
variations of this basic idea.

Figure 14: Concept of scan line polygon filling
$5 53t undersiaud Scan Line Polygon Fill Algoritnm in detail consider Figure 15
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Graphic Primitives

Here, in Figure 15,
® I Fi neeen —> are scan lines from top to bottom (value of y at top or scan line at

lop has maximum value and the scan line at bottom has minimum y value).
* x;, x;* /.....—areconsecutive pixels on a scan linc i.e., (xyyy),

£ TPR Y U = asea of pixels for scan lines yy, Yx-1, Yu- 2, .-..., ¥i and for

the chosen scan line we find pixels satisfying the condition as mentioned above.
¢ Toragiven scan line, let us assume that it intersects edges of the given polygonal

region at the points P/, P2, ..., Pk. Sort these points P1, P2, ..., Pkin terms of the

X-coordinates in increasing order.

Now, for a chosen scan line there are three cases:

(a) Scan linc passes through the edges in between shown by point a in figure 16,

(b)  Scan line passes through the veriex of the polygon whose neighbouring vertices
lic completely on one side of the scan line (point b, point ¢ in Figure 16).

{¢}  Scan line passes through some bottom vertex of polygon whose neighbouring
verlices lie on both sides of the scan line.

pl.b <— { I’ 2*  max y scanling

/\ ) 3 /\ S
pt.a | S - middle y scanline
3+
-y \/ \

" 2" 3" y scanling

min y scanling
v \Z
% /
pt. e

Figure 16: Cases for scan line polygon filling

In case a, i.e., when a scan line intersects an cdge at a point but not a vertex point of
the edge (as in case of point 1, 2, 3, 4) then that point of intersection is considered as a
single point and it is taken as ON/OFF point depending on the requirement. Therefore,
in this case the intersection points are taken as 1234. Colour of the pixels between the
intersection points | and 2 is replaced with the filiinz colour but the colour of the
pixels between the points 2 and 3 are feft unchanged. Again the cotour of the pixels
between 3 and 4 are changed by the filling colour.

In case b and c, case ¢ i.e., when a scan line intersects an edge El ata verlex V1 i.c.,
a vertex point of the edge El whose y coordinate is greater (or less ) than the -
coordinate values of the other two vertex points V2 and V3 where, for cxample, edge
E} has end vertex points V1, V2 and edge E2 having end vertex points Vi, V3. That
is the vertices V2 and V3 will lie either completely above V1 or both V2 and V3 will
lic completely below the vertex V1. 1n this case, the point of inlersection, Le., El, will
be counted two times. For example, the vertices | and 2’ are such that their
y-coordinate values arc grater than the y-coordinale values of their neighbouring
veriices and therefore they are counted (wice, 117 22" Le. the colour of the pixels
between 1K1 is replaced wilh the filling colour but the calour of the pixels between
172" is left unchanged. Agair\i the colour el the pixels between 27, 2% is changed.
Assune that (he scan line passes through a vertex point V1 of the polygonal region
having neighbouring vertices V0 and V2., i.e. let E1 and E2 be two edges of the
polygon so thut V0, ¥1 and, ¥ 1, V2 be respectively their end vertices. Suppose we
assume-that the vertex V1 is such that the y-coordinate for the neighbouring vertex VG
is grater than the y~coordinate ior V1 but the y-coordinate for the neighbouriag veriex

65



Kaster Graphics and
Clipping

66

V2 is less than the y-coordinate for V1. In this case, the intersection vertex point VO

will be taken as a single point and the algorithm will remain the same as above.

The point of intersection is to be considered two times, i.e., 1" 2" 2 3". 1" 2"

= make pixels ON from 1" 10 2", 2 2" don’t make pixel ON, 2", 3"= make pixels
ON from 2" to 3",

Now, the requirements for scanning an image are:
1) Determine the point of intersection of an edge and scan line

2) Sort the points on scan line w.r.t x value. Get the respective pixels ON.

¥i, Xjen)

Yi

(yi.x;

Figore 17: Requirement for image scanning
Sum up: To [ill a polygonal image we have to identify all edges and vertices of
intersections while moving from scan 1ing Yinax (0 Ynin, for each scan line. Then check

for-the case and perform the algorithm accordingly.

Recursive way to scan a figure

Yi+1 Y= ¥ max

Yi

Yi-1

Xj-
- Y=Y min

Figure 18: Scan line polygon filing (2 recursive appreach)

For a scan line y = y; identify the edges and use the data of the point of intersection
(x; .yi.)- Say X, is point on scan line y, and x, is peint on scan line y;. Now between
(¥, ya) and (x;, y,)} we find stope (this ail is to find recursive way to scan a figure).

[-TG |}’u |.\‘1 |y1 ! L/ |

= . _._—Vi-'l_yr

m __'.’; —}'c.’.l| —Ng T /-

'r: T "".-
= om(x.1-x)= Q-2 eemmee( 1)
now y, ., is sean linc next to y, i.e. Yooy =i+l —_—(2)
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(- moving from top to bottom wc are moving from Yome 10 Ymia)

Using (2) in (1) we get
mx g —x)=@a-w=0i+ 1 -3

= Xiv 1 =xi~{1/m)

Using y;+: and x,., expressions we can find conseculive points, x for respective scan
lines y, . I x, comes out Lo be real then round the value lo integer values.

Note: Although Flood fill algorithms are not part of this block let me briefly
describe Flood Fill Algorithms. The algorithm slarts with the coordinates of a
specified point (known as the “seed” pixel) inside the polygon to be filled,
and proceeds outwards from it, testing the adjacent pixels around it in orderly
fashion until the spreading wave reaches the boundary in every direction, as
suggested in Figure 19.

seed

Figure 19: Flood filling method

To economise in storage and memory management, a combination of the two

techiniques may te used. Starting from an interior seed, tirst the scan-line through the
seed is painted until the left and right boundaries are reached, then the line above and
below are similarly covered. The procedure is repeated until the entire region is filled.

Filling may be solid (painted with a single colowr), or it may be patterned or tiled
{[itled with different patterns).

Fill options in standard packages such as MS-Word are grouped generally under thg
heads: (a) Gradient, variations from light to dark of specified colour in specified
directions; (b) Texture; {c) Paliern (i.e., Hatching); and (d) Picture, of the user’s
choice. Some of these wil} be discussed later,

€S Check Your Progress 3

1) Do we nced to generate the full circumference of ilie circle using the algorithm, or
can we can generate it in a quadrant or oclani only and then use it te produce the
rest of the circum{erence?
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2) Given a circle radius r = § determine posilions along the circle octants in
1* Quadrant fromx =0 to x=y? ' .

2.7 SUMMARY

In this unit, we have discussed the basic graphic primitives that is point, line and
circle; we have also discussed both theorelical and practical application of different
algorithms related to their generation. At the end of he unit, we have emphasised on
different seed fill and flood fill type of polygon filling algorithms. The filling
algorithms are quite important as they give privilege to quickly fill colours into the
graphics created by you.

2.8 SOLUTIONS/ANSWERS

Chcck Your Progress 1

1) Graphic primitives are the fundamental graphic objects which can be united in any
number and way to produce a new object or image.

2) Due to low resotution and improper approximation of pixel positions the images
are generally distorted and the Zig-Zags (i.e., distortions) produced in Lhe display
of straight Tine or any other graphic primitive is the staircase cffect,

3) ‘The approximation invotved in the calculation for determination of pixel position
involved in the display of lines and other graphic primitives is the actual cause of
this effect.

4) In a high resolution system the adjacent pixels are so closely spaced that the
approximated line-pixels fie very close to the actual line path and hence the
plotted fines appear to be much smoothe, — almost like straight lines drawn on
paper. In 2 low resolution sysiem, the same approximation tcchnigue causes lines
to be displeyed with a “stairsiep apperance” i.e., not smooth.

Wy A
/ i
T /!
! |
L l !._Ib;' 1 B 2o
Initial . e 3 :
point Final v L2\
point
Line L1 Slope<l Line L2 Slope>1
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For Lhe generation of lines with negative slopes:

Slope < | : successively increase y and respectively decrease x
Slope > | : successively increase x and respectively decrease y

Alirer: This hint you will understand after going through Block 2.

In the shown Figure say L1 and L2 are lincs with negative slope with 2 magnitude
of <1 and > respectively. Then for the generation of such a line, you may take
refleclion of the line about the concerned axis and foilow the usual algorithm of
line generation. Afer that you may inverse reflection the transformation, and this
will provide you the line generation of negative slope.

6) We know that the general equation of the ling is given by
y = mx+c where m =( 3, — yo/( x; — Xg)

given (xg, yo) = (1. 1), (xr. y)) = (9. 7)

=m = (7-1)/(9-1) =6/8
C=y,—mx;=7-(6/8) *9=1/4

So, by equation of line (¥ = mx + ¢) we have
y = (6/8)x+(1/4)}

DDA Algorithm Two case:

Case l:m< ] Xiwp =x;+ 1
Yisr=yitm

Case 2: m > [ Xiv 1 =X+ (1/m)
Veer=yit 1

asm < | soaccordirig to DDA algorithm case 1
X, =x+1] Yoo =ytm
given {xy, yo) = (1, 1}

I)I; =Io+ ! =2
yi=yotm=1+(6/8) = 7/4

put pixei (xp, round y, colour)
ie., puton(2,2)

Similarly, go en till (9, 7) is arrived at.
Check Your Progress 2

1) Bresenham line generation algorithm is better than DDA because it has better
solution to the concept of approximation of pixel position to be enlightened for
the display of any graphic primiiive, thus, reduces the staircase cffect, for more
details refer to 2.4.2

2) Here we are using the Bresenham line generation aigorithm by digitising the line
with end points (15, 5) and {25,13).

n,:ﬁ__xzﬁ}iz_”‘_“izizolg e e (1)

x,—x Ac 25-15 10

Graphic Primitives
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= Ay=8 andAx=10

----------- )
value ofinili.a! decision paramcter (pg) = 2Ay -Ax=2*§ -10=6 e ) |
value of increments for éalculaling successive decision parameters are:

20y =2*B=16; e 'C))
20 —-2Ax=2"8-2*%10=-4 = e (5)

plot initial point (xg, ¥5) = (13, 5) in the frame buffer now determine successive
pixel positions along line path from decision parameters value (15, 3).

& Px (kw3 ¥x+1)  +|usestep (d) of algorithm A x
time| -
0 6 (16, 6}
; 22 E:} ;; If px > 0 then increase both X and
_ 3, _ B
3 14 (19, 8) Y and pi. , =p; + 24y - 2Ax
; éo g?' ?2]) If px < 0 then increase X and not Y
6 2 (22: 1]) andpk+:| =p*+2Ay
7 -2 (23,11)
8 14 (24, 12)
9 10 (25, 13)
Check Your Progress 3

1) Wao, there is o need 10 generate the full circumference of the circle using the
algorithm. We may generate it in a quadrant or octant only and then use it to
rproduce the rest of the circumference by taking reflections along the respective

axis.

3)

"2} Refer 1o the discussed example 4 oﬁ page 16.

Scan Line Polygon

Flood Fill Alporithms

e This alpgorithm checks and alters
the attributes (i.e., characteristics
und perameters) of the pixels along
the current raster scan line. As
soon as it crosses from outside to
the inside of a boundary of the
specified polygon or other region,
it starts resetling the colour {or
gray) astribute, in effect filling the
region along that scan line. It
changes back to the original
attribute  when it crosses the
boundary again.

v = Polygon filling is time consuming.

= Flood Fill Algorithms. In these, the
algorithm starts with the
coordinates of a specified point
{known as the “seed™) inside the
polygon to be filled, and proceeds
outwards from " it, testing the
adjacent pixels around it in orderly
fashion, until the spreading wave
reaches the boundary in every
direction.

s Polygon filling is quite quick.
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UNIT 3 2-D VIEWING AND CLIPPING -

Structure Page No.
3.1"  Introduction 71
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23  Point Clipping 73
3.4  Line Clipping 13
3.4.1  Cohen Sutherland Line Clippings 73
3.42 Cyrus-Beck Linc Clipping Algorithm 84
" 3.5 Polygon Clipping 90
3.5.1  Sutherland-Hodgman Aligorithm 91
3.6 Windowing Transformations . 93
3.7 Summary : 97
3.8 Solutions/Answers o8

3.1 INTRODUCTION

En the carlier two units of this block, we discussed the basic componenis ol computer
graphics, i.e., the software and hardware used for graphic systems along with ihe
graphic primitives used to create graphic images. Now, we are in a position to discuss
technicalities related to the display of any graphic primitive or image. Let us begin
with, the concept of clipping, for both point and line clipping, followed by the
concerned algarithms used to perform line clipping. We shall then examine the
concept and algorithm related to polygon clipping, and end with a discussion on
window to viewport transformations.

Clipping may be described as the procedure that identifies the portions of a picture lic
* Inside the region, and therefore, should be drawn or, outside the specificd region, and
hence, not te be drawn: The algorithins that perform the job of clipping are called
clipping algerithims there are various types, such as:

s Point Clipping

» Line Clipping

o Polygon Clipping
* Text Clipping

e Curve Clipping

Further, there arc a wide variety of algorithms ihat are desigried to perform certain:
types of clipping operations, some of them which will be discussed in unit.

Line Clipping Algorithms:
o Cohen Sutherland Line Clippings
»  Cyrus-Beck Linc Clipping Algotithm

Polygor or Area Clipping Algorithm
o Sutherland-Hodgman Aleorithm

There are various other alzorithms such as, Liang - Barsiy Ling clipping,
Weiler-Atherton Polygor Clipping, that are quiic elricient in performing the task ¢f
ciipping images. But, we will restrict our discussion to the clipping algorithms
mentioned earlicr,
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Ruster Graphics and .
Clipping Refore going into the details of point clipping, let us look al some basic terminologies
used in the field of clipping, such as, window and viewport.

Window may be described as the world coordinate arca selected for display.

Viewport may be described as the area on a display device on which the window is
mapped.

So, il is the window that specifies what is to be shown or displayed whereas viewporl
specifies where it is to be shown or displayed.

Specifying these two coordinates, i.e., window and viewport coordinates and then the
transformation from window to viewport coordinates is very essential from the point
of view of clipping.

Note:
e  Assumption: That the window and viewport arc rectangular. Thén only, by

(X Wigin, Y Wmin) We can describe the size of the overall window or viewport.
e Window and viewport are not restricted to only rectangular shapes they could be
of any other shape (Convex or Concave or both). '

specifying the maximum and the minimum coordinates i.¢., (XWmux, Y Wy, ) and N
|
|

For better understanding of the clipping concept refer to Figure I:

A _ _ ] A .

W — y Clipped Image :'-
¥Ymax —— :
r
Vymin —— |
wymm | YTI'!H'I
Object j > i i < >
W Xinin WXmax V Xmin VXmax
. Viewport
Window World Coordinates Device Coordinates P

Figure 1: Clipping alongwith Viewing Transformation throuph rectangular window and viewport

3.2 OBJECTIVES

Afier going though this unit, you should be-able to:

» explain the concept of clipping,

s cxamine how fine ciipping is performed,

s understand and implement ihic algorithms that work behind the concept cf line
clinping,

o explain how polygon clipping is perfomed,

o understand and implement the algorithms that work behind the concept of
polygon clipping, and

o describe window to viewport transformation.
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3.3 POINT CLIPPING , ¢ Clipping

Point clipping is the technique related to proper display of points in the scene,
although, this type of clipping is used less frequently in comparisen to other types,
i.e., line and polygon clipping. But, in some situations, e.g., the scenes which involve
particle movements such as explosion, dusl etc.. it is quite useful. For the sake of
simplicity, let us assume that the clip window is rectangular in shape. So, the
minimum and maximum coordinate value, i.e., (XWia, ¥ Wine) and (XWmis, YWp,ip) are
sufTicient to specify window size, and any point (X,Y), which can be shown or
displayed should satisfy the following inequalitics. Otherwise, the point will not be
visible. Thus, the point will be clipped or not.can be decided on the basis of following

inequalities. A
Ywn:ax
Xwnin s X £ Xwna, (X.Y)
Ywoin< Y < Ywmu 4
Y Wonin
— t—p
xwmin x“’mu

Figure 2: Point Clipping

It is to be noted that (Xw,ou, YWna) 20d (X Wm0 ¥ Wnin) can be either world
coordinate window boundary or viewport boundary. Further, if any one of these four
inequalities is not satisfied, then ihe point is clipped (not saved for display).

3.4 LINE CLIPPING

Line is a series of infinite number of points, where no two points have space in
between them. So, the above said inequality also holds for every point on the line to
be clipped. A variety of line clipping algorithms are available in the world of
computer graphics, but we restrict our discussion to the following Line clipping
algorithms, name after (heir respective developers:

1} Cohen Suthertand algorithm,
2) Cyrus-Beck of algorithm

3.4.1 Cohen Sutherland Line Clippings

This algorithm is quite interesting. The clipping problem is simplified by di-iding the
area surrounding the window region into four segments Up, Down, Lefl, koot
(U,D.L,R) and assignment of number I and 0 to respective segments helps in
positioning the region surrounding the window. How this positioning of regions is
performed can be well undersiood by considering Figure 3.

0 A A
ioIn 16GD 1901
region |} rezlon 2 reeioi, 3
e s ST >
0010 ) 0000 I Ghi
resion § W_md‘;’i'” rizipnd
f‘{ ........................ : R SR, "}
ot10 0100 : 0101
coon § v feaign & Va reeion 5

vV

Fizure 3: Positioniag nf regions surrounding the window
4 E 3
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In Figure 3 you might have noticed, that all coding of regions U,D,L,R is done wilh
respect to window region, As window is neither Up nor Down, neither Left nor Right,
50, the respective bits UDLR are 0000; now see region | of Figure 3. The positioning
code UDLR is 1010, i.e., the region 1 lying on the position which is upper left side of
the window. Thus, region 1 has UDLR code {010 (Up so U=1, not Down so D=0,
Left so L=1, not Right so R=0}.

The meaning of the UDLR code to specify the location of region with respect to
window is:

1 bit = Up(U) ; 2™ bit = Down(D) ;3 bit = Lef(L) ; 4* bit = Righy(R),

Now, to perform Line clipping for various line segment which may reside inside the

window region fully or partially, or may not cven lic in the widow region; we use the
tool of logical ANDing between the UDLR codes of the points lying on the line.

Logical ANDing (%) opera'iion == 1~1=1140=0;

between respective bits implies 0~1=20;0~0=0

Note:

e UDLR code of window is 0000 always and w.r.t. this will create bit codes of other
regions.

« Aline segment is visible if both the UDLR codes of the end | -ints of the line
segment equal to 0000 i.e. UDLR code of window region. IF the resulting code is
not-0000 then, that linc segment or section of line segment may or may not be

visible.

Now, let us study how this clipping algorithm works. For the sake of simplicity we
will tackle all the.cases with.the help of example lines I; to Is shown in Figure 4. Each

line segment represents a case.

a.,"/%#/"’
Ls i
1010 1000 K /b 1601
>
0010 0000 o001
'-‘-..--‘--
| |

0140 0100 \b. 0101

Figure 4: Various cases of Cohen Sutherland Line Clippings

Note, thut in Fignre 4, line 1 is completely visible, I, and 1, arc completely invisible;

l;and 15 arc partially visible. We will discuss these out comings as three separate cases.

Case 12 |, -~ Completely visible, i.¢., Trival acceptance
(.. both points fic insidc the window)

Case 2: 1> and I; — Invisible , i.c., Trival acceptance rejection

Case 3: |, and }s— partially visible (... partially jnside the window)

B




Now, let us examine these lhree cases with the help of this algorithm:

Case 1: (Trivial acceplance case) if the UDLR bit codes of the end points PQofa
given line iy 0000 then line is completely visible. Here this is the case as the
end points a and b of line 1, arc: a (0000), b (0000). If this trival acceptance
test is failed then, the line segment PQ is passed onto Case 2.

Case 2: (Trivial Rejection Case) if the logical intersection {AND) of the bii codes of
the end points P, Q of the line segment is 2 0000 then line segment is nos
visible or is rejected,

Note that, in Figure 4, line 2 is completely on the top of the window but line 3 is
neither on 1op nor at the in bottom plus, either on the LHS nor on the RHS of the
window. We use the standard formula of logical ANDing to test the non visibility of
the line segment. '

So, to tesi the visibility of line 2 and 3 we need to calculate the logical intersection of
end points for line 2 and line 3.

line 12: bit code of end points are 1010 and 1000
logical intersection of end points = (1010) ~ (1000) = 1000
as loglcal intersection = 0000. So line 2 will be invisible.

line 13: end poinis have bil codes 0010 and OlOI now logical intersection = 0000,
i.e., 0010~ 0101 =0000 from the Figure 4, the line is invisible. Similarly in line 4 one

end point is on top and 1he other on the bottom 50, logical intersection is 0000 but then

it is partially visible, same is true wnh line 5. These are special cages and we. will
discuss them in case 3.

: _ 2
i i oioot A7
1010, 1000; . . 21
I V.

P’
PJJ
(001

s \ 0101

P
Figure 5: Cohen Sutherland Jine clipping-

0010

0100

Case 3: Suppose for the line segment PQ, both the trivial acceplance and rejection
tests failed (i.e., Case 1 and ‘Case 2 cond)tlons do not hold; this is the case for
b3, ls and I5 line scgments) shown above i Figure 5. For such non-rivial
Cases the algoritam is processed, as follows.

Since, both the bitcodes for the end poinis P, Q of the line segmeni cannoi be equal (o
0000. Let us asswne that the starting point of the fine scgment is P whose bit code is
nol equal to 0000, For examplz, for the line segment |5 we choose P to be the bitcodes
1001. Naw, scan the bitcode of P from the first hit to the fourth bil and find the
position el the bit al which the bit value | appears at the first time, For the line
segment is it appears al the very first position. If the bit value 1 occurs at the first
pasition then proceed io intersect the line segment with the UP edge of the window
and assign the first bit valuzs 1o its point of intersection as 0. Similarly, if the

" bit value 1 occurs al the second posiiion while scanning the bit values at the first time

2-2 Vicwing and
Clipping
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7%

Plxi. vi}

¥YWmax

YWmin

then intersect the line segment PQ with the Down edge of the window and so on. This
point of intersection may be labeled as P'. Clearly the line segment PP" is outside the
window and therefore rejected and the new line segment considered for dipping will
be P°Q. The coordinates of P’ and its remaining new bit values are computed. Now,
by 1aking P as P, again we have the new line segment PQ which will again be
referved to Case 1 for clipping.

@ (x“'rnim Y‘)
- (owmaxdY Wmax)
(x'. Wmnx)
® e
@ Y Wmin
e
(>*Wmin, LY‘-"’mim-:) Mﬁp ¥2)

XWmin ' A Wmax

Figure 6: Line Clipping - Geometrically

Geometrical study of the above type of clipping (it helps io find point of intersection
of line PQ with any edge).

Let {x,, y,) and (X3, y2) be the coordinates of P and Q respectively.

1) 1op case/above .
ify, > yw.aes then 17 bit of bit code = 1 (signifying above} else bit code =0

2) Bottom case/below case
if y) < ywmin then 2™ bit=1 (i.e. below) else bit=0

3) Left case: if X < Xwpio then 3™ bit =1 (i.e. left) else 0

4) Right case: if X| > Xwmu then 4" bit=1 (f.e. right) else 0
Similarly, the bit codes of the point Q will also be assigned.
1) Top/above case:

equation of top edge is: ¥ = ywna . The equation of line PQ is
y=-y1=m(x-x)
where,
m = (y2 -y (X2 — 1)
The coordinates of the point of interscction will be (X, Ywiy) - equation of line
between point P and intersection point is

(ywmn - }'i) =m ( X~ K])
rearrange we get

i
R (S e (A)
i

2) Bottom/below edge start with y = yu,;, and proceed as tor above cuse.

.equation of tine between intersection point (', Y 2nd point Q fe. {Xz, ya) is
(Yoimin— ¥2) = M {x" — X2)
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3)

4)

2-D Viewlng and
i ' Clippin
rearranging that we get, rping

|
K=+ — (yi = ¥2) e )
m

The coordinates of the point of intersection of PQ with the bottom edge will be

1
(xz + _(.ywmin - Y2 )'ywmiu)
m

Left edge: the equation of left edge 15 x = Xwiin.

Now, the point of intersection is {xwmin, y).

Using 2 point from the equation of the line we get
(y —y1) = m (Xwpin— X/)

Rearranging that, we get, y =y, + m (Xwoin— X)), se—memeee—ee (C)

Hence, we get value of xw,;, and y both f.e. coordinates of intersection point is
given by (xw_;., ¥, +m(xw_ —x))-

Right edge: proceed as in left edge case but start with x-xwp,,.
Now point of intersection is (Xwya, ¥').

Using 2 point form, the equation of the line is
(y' - YE) =m (xwmn - xl)

)" = Y2 +m (xwmu - XZ) '''''''' - (D)

The coordinates of the intersection of PQ with the right edge will be
(xwmax "yZ + ﬂf(x“r"m“ - 'TZ )) -

Steps of the Cohen Sutherland Line Clipping Algorithm are

L—=>Left;
R-> Right
T2>Top;
B->Boitom

/ XY [ xava
1

Figure 7: Steps for Cohen Sutherland Line Clipping

STEP I:

INputs X, %, 2 1 D (X 0 LW B (X203 )
Initialise i = 1

While i <=2

il x, <x, thentii I of code -P;= ! elsc
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Clidping if x, > x, then bit 2 of code ~P; =1 else 0 : The endpoint codes of the line
are set
if y, < ygthenbit3 of code -P;= | else 0
if y, > y,then bit4 of code —P;= 1 clse ¢
i=i+l
end while
i=1

STEP 2:
Initialise j =1
While j <=2

if x, <x, then Cmﬁ =] else Cn_.;, ={

if x, > x, t‘hcn CJ,.,K,.,, =1 else CMW =0 :Set(lags according to the position

of the line endpoints w.r.t. window

if y, <y, then C =0 edges

Fhanow

=lelse O
if ;> y then C)‘.fﬂp =1 else C

{ burion:

0

Jiop =

end while

STEP 3: If codes of P,and P; are both equal 1o zero then draw PP, ({otally visible)

STEP 4: If logical intersection or AND operation of code P, and code ~I”, is ot
equal to zero then ignore PP, (totally invisible) ’

STEP 5: If code —P,=0 then swap P and P, along with their flags and set i = 1
STEP 6: If code —P, <> 0 then

fori=1,
{ifC!kn: i then
find intersection (x,, ", ) with lefi edge vide eqn. (C)

assign code 1o (x,, )", )

I::'I = (xf.syl.l, )
end if
i=1+1;
goto 3

}

fori=2,
{IFC[ right = 1 then
find intersection (x,, y', ) with right edge vide eqn. (D)
assign codc to (x,,)' ;)
Pi=(xz %)
cnd iF
=i+
golo3
}

fari=3
{it‘cl bottom t then .
find intersection (x'. v, ) with bottomn edge vide eqn. (B)
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assign code to (x',, y,)

l:'I = (xlﬂiyﬂ)
end if
=i+
golo3

H

fori=4,
{ilCryp =1 then
find intersection (x'y, y,.} vide eqn. (A) with top edge
assign code to (x'., y,)
P, = (I‘r;y'r)
end if
i=i+1
goto 3

}
end

Example: A Clipping window ABCD is located as follows:

A(100, 10}, B(160, 10, C(160, 40), D(100, 40). tsing Sutherland-Cohen clipping
algorithm find the visible portion of the line segments EF, GH and PP, E(50.0),

F(70,80), G(120, 20), H(140, 80), P\(120, 5), P»(180, 30).

F(70,80) H{(140,80)

{ DB(100,40) - C(160,40)

// / P,(180,30)

G(l20,20)/

A(100,10) / B(160, [0)
E(50,0) Py(126,5)

Figure 8: Example of Cohen Sutherland Line Clipping

At first considering the line I',P,

INPUT: P,(120, 5}, P,(180, 10)
X, = 100, xp=160, yg=10, yr =4

A
\

> x, then bii | ofcode P, =0C, ., =0
X, 2 ¥, thea bit 2 ofcode —P, = 0 C, iy = O
Yo<)ypthenbit3 ofcode —Pr =1 C) popeg = |
3 T xy then bitdolcode ~P, -0 C, tan 2 0

code -Py = 0100,

X, 2 x, thew bit efeede Py - 0 Capg — 0

2-D Yiewing and
Clippinp
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Kaster Graphics and

Clipping x, > x,, then bit 2 of code —P, = 1 Czpigne = |
¥, >y, then bit 3 of code —P; =0 Capogon = 0
¥ < ¥y then bit 4 of code —P, =0 Cy 0, =0

code P, =0010.

Both code —-P, < 0 and code -P, <0

then PP, not totally visible

code -P|, AND code -, = 0000

hence (code —P, AND code ~P; =0)

then line is not totatly invisible.

As code -P<0

for i=1

{

for (=2

{

for 1=3
{

80

C)p (= 0) < 1 then nothing is done.
i=i+1=2

code -P, < 0 and cade -P; <= 0
then P,P, not totally visible.

code —-P; AND code —P; = 0000
hence (code —P; AND code —P, = 0)
then line is not totally invisible.

C gt (= 0) <> | then nothing is to be done.
i=i+1=2+1=3

code P, <> ( and code -P; < 0
then P,P; not 1otally visible,

code —P, AND code —P, = 0000

Hence, (code ~P, AND code —P, = 0)
then the line is not totally invisible.

C\ bowor = | then find intersection of PP, with botlom edge

¥Ye = 10
%5 = (180-120)(10-5)/(30-5) + 120
=132

then P, =(132,10)

x, >x, thenbit!ofcode-P,=0 Crp=0
x, <x, thenbit2ofcode—P =0 Ciam=0
¥y, =5, thenbit3ofcode—P;=0 Cipoum =0
¥y, <y, theabit4ofcode-P;=0 Cjpp=90

code —P, = 0000
i=i+1=3+1=4

}



code -P, <> 0 but code =P, << 0
then PP, not totally visible.

code —P, AND code —P, = 0000
Hencé, (code —P, AND code -P; = ()
then line is not totally invisible.
Ascode-Py=0

Swap P, and P; along with the respective flags

P, =(180,30)
P,=(132,10)

code —P,=0010
code —P, = 0000
Ciin=0 Copen=0
Cirign = | Corg =0
CI botom 0 Cz battom 0
C|I0p=0 C2I0p=0
Reseti=1
fori=1
{
Ci i (= 0) <= | then nothing is to be done.
i=i+tl=1+1=2
}
code —P, <= 0, and code —P; <= 0
then PP, is not totally visible.
cede —P; AND code -P; = 0000
Hence, (code —P| AND code -P; = 0)
then line is not totally invisible.
fori=2
{ -
Cisgn = | then find intersection of PP, with right edge
Aip = 160
ve = {30 - 3X160 ~ 120X(1R0 - 120} +5
=21.667
=22
then P, = (160, 22)
x, »>x, thenbit]ofcode-P;=0 Cypq=0
x,=x, tlhenbit2ofcode-Py=0 Cipny=0
», >y, thenbit3 ofcode P, =0 C,pouon=0
¥, <y, thenbitrdofcode-P,=0 Cy\,, =0
code-P;=0000.i=1+1=2+1=3
)

As both code —P, = 0 and code —P, = 0 then the line segment PPy is totally visible.

Sa. the ¥isible portion of input line P,P; is P, P'y where, P = (160, 22) anil
BLo=PR210).

Considering the line EF

[} The endpoint codes are assigned
code —E -, 0101

2-D Viewing and
Clipping
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2)

3) Since codes of E and F are both not equal 1o zero the line is not totaliy visible.
4) Logical intersection of codes of E and F is not equal 1o zcro. So, we may ignore
EF line and declare il as totally invisible.
Considering the line GH
1) The endpoint codes are assigited
code — G — 0000
cade - H — 1000
2) Flags are assigned for the two endpoinis
GI:I'[ = 0. Gri[:hl = 0‘ Glup = 0! Ghniloln =0.
Similarly,
Hl:n = 0; Hri\_.-,hl =0. Hl:op = I’ Hhol.lnm =0.
2} Since, codes of G and H are both not equal 1o zero 5o the line is not totally visibie,
4) Logical intersection of codes of G and H is equal to zero so we cannot declare it
as totally invisible,
5) Sinze. code — G =0, Swap G and H along with their {lags and set 1 = |
Implying Gin =0, Griglu =0, Gtop =1, Guogom= 0.
le.ﬁ = 0- Hrrp_lu = 0| chp = 0, Hbuunm =0.
as G -» 1000, H — C000
6) Since. code — G < (0 then
fori= |, {since Gy =0
t=irl=2
poto3

code —~ F — (001
Flags are assigned for the two endpaints
Eren = 1 (a5 x coordinate of E is less than x.)

Eign =10, Epp= 0 Epotom =1

Similarly,
Flcﬂ = I) Flidll = 0! Ftop =1 Fhotmm =0

}

The condilions 3 and 4 do not hoid ar.d so we cannot declare line GH as totally
visible or invisible.

fori=2, {since G =0
i=i+!1=3
goto3
1
J
The conditions 3 and 4 do not hold and =0 we cannet dzclare line GH as tolaliy

visibie o invisible,

tor & =3, {since Gpogom = 0
=il =4

goto3

B a o
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The conditions 3 and 4 do not hold and 50 we cannot declare line GH as totally visible
or invisible, 4
fori=4, {since G,,, = |

Intersection with top edge, say P(x, y) is found as follows:

Any line passing through the points G, H and a point P(x, y) is given by
v =20 = {{180 - 20) /(140 - 120)}(x - 120)
or,y— 20 =3%~ 360
or,y - 30=-340

Since, the y coordinate of every point on line CD is 40, so we puty = 40 for the point
of intersection P(x, y) of line GH with edge CD.

40 - 3x=-340

or,-3x=-380

orx =380/3 = 126,66 = 127

So. the point of intersection is P(127, 40). We assign code to it.
Since, the point lies on edge of the rectangie so the code assigned 1o it is 000C.
Now, we assign G =(127,40);i =4 + | = 5. Conditions 3 and 4 are again checked.

Since, codes G and H arc both equal 10 0, so, the line between H(120, 20) and
G{127, 40) is totally visibje,

Limitation of Cohen Sutherland line Clipping Algorithin

The algorithm is only applicable to rectangular windows and not to any other convex
shaped window.

So, a new line-clipping algorithm was developed by Cyrus, and Beck 1o overcome this
timitation. This Cyrus Beck line-clipping Algorithm is capable of clip lining segments
trrespective of the shape of the convex window.

You might wonder a5 to whal a convex window? In general, on the basis of the shapes
the windows are classificd into two categories:

1 Convex shaped windews: Windows of a shape such that if we take any two
. .. . . L . . .
puints inside the window then the line ioining them wilt never cross the window
boundary, such shapca windows are referred as convex shaped windows.

11} Concave or non Convex shaped windows: Windows of a shape such that if we
can chaoose a pair of points inside the window such that the line joining them may
cross the window boundary or some section of the line segment may lie outside
the window. Such shaped windows are referred 1o as non-convex or concave
shaped windows.

V)

4
N
Fel ;
‘ / A
A TN
Figure (2) Figure (b)
Conves Puiyponzl Ve induy, Non-convex Palyzonal window

Figire Ty pes ol Windows
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3.4.2 Cyrus-Beek Algorithm

Cyrus Beck Line clipping algorithm is infact, a parametric line-clipping algorithm.
The term parametric implies that we need to find the value of the parameter t in the
paramelric representation of the line segment for the point at which the segment
intersects the clipping edge. IFor betier understanding, consider the Figure 9(a),
where P Q is a line segment, which is intersecting at the two edges of the convex

window.

Note: The algorithm is applicable 1o the “convex polygonal window”.

P

(X1 vid

Figure 9(a}: Interaction of line PQ and Window

Now, just recall the parametric equation of line segment PQ, which we have studied in
the course CS-60. .

issimply P+t(Q-P) 0gi<]

Where, t - linear parameter continuously changes value.

SPHUQ-PY (X, y) e - Xy —Y) T (x, y) be any pointon PQ. -—-(1)
For this equation (1) we have fellowing cases:

1Y When t = 0 we obtain the point I,

2) Whent=1 we get the point Q.

3) When t varies such (hat 0 2 1 < | then linc belween peinl P and Q is traced.
For | = v we gel the mid-point of PQ.

4} When t<0 line on LHS of P is traced.

5) When 1> | line on RHS of Q is traced.

So, the variation in parameter L is aclually generating line in point wise manner .The
range of the parameter values will identify the portion to be clipped by any convex
polygonal region having n-vertices or lattice points 1o be specified by the user. One
such clipping situation is shown in Figure 2(a).

Remark:

o How to specify the window region: a corvex polygonal region having n-veriices
1Pa, 1y, Paee, Py P Pol or lattice points to Le specilied by the user encioses the
convex window region. vo be specific about the window we may say that cach
e hatween two poin contributes to the boundary ef the window under the

" gitnation thal (when we lraverse cach edge in anticlockwise manner), the window
region lies on left hand side (LHS) of edge. This oricniation is preserved and
while giving input, the user takes care of the orientation (@ specily the window
region of any arbilrary convex shape.

I TR T T I st
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s Potentiplly entering and leaving points (Pg and P ) . ’ =0y le‘;;;:spﬂi:::
The poini of intersection of the line and window may be classificd either as -
Potentially entering or leaving. Before going into other details, let us deseribe the
actual meaning of Potentially entering and leaving points (Pe and Py, ). Pg and P,
are dependent on the edge orientation, /2. direction. Let us understand how to
find P and P, (we know as we move anticlockwise across the window boundary

then region of LHS encloses the window). / 0

PL/ Pe < €2 P[_,-n/ ©

WINDOW

Figure 10(a): Potentially Entering Ppand Potentially Leaving P points

Say, we are moving from point P to point Q, and we know that while
traversing the windows edges in anticlockwise manner the region lying on the
left hand side is referred to as the window region. So, from the Figure 10 (a),
you may notice that at point Pe we are moving from P 1o Q we arc entering
the window region , thus this point of intersection should be referred to as the
Potentially entering point(Pg). Now, reler to other intersection shown in the
Figure 10 {a), here, also the moveinent of points on the line are determined by
varying value of parameter t is from point P to Q and w.r.t ., the orientation
of window boundary, we arc exiting the window region. So, this point of
intersection is known as potentially leaving point (Py).

Potentialiy entering point (Pg) whil? moving towards the window, the point
of intersection between line PQ and the window edges faced are known as Pg.

Potentially leaving point (Py) These are the point of intersection encountered
while we move away from window.

N OR N2
(xlr)"!}
{X..)P:)
! A
IJ p, bu
’ | T
Pl? Pq P;

Figure 10 {b): Poteatizliy Exlering PLund Potzoinliy Leaveny P poinis

Other way round you reay detect the point o0 intersuction as Pelentially
teaving poinl (P) or Potentiaily entering point {Pr) by studying he angle
between the line to be clipped [rom the outward noimal to the intersecting
edge, atthe peint of intersection. From Figure 10 (2), it is the angle between
PQ and N1 or N2, You may notice that, while moving from P 10 Q the angle
between line PQ and N1 is obtuse whereas the angle between PQ and N2 is

L
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*Hoping acute; 50, you may say, if the angle between line PQ and N1 is obtuse the
point of intersection is potentiaily entering (Pg) whereas, if the angle between

PQ and N2 is acute, then the point of intersection is potentiailly teaving (P).

OR
Pg=> Ni.PQ<0 5 (angle O greater than 90° or Obtuse )
N;. (Q-P)< 0
P, => N;. PQ> 0 ; {anglc B is less than 90° ar Acutc)

Ni. (Q-P)> 0

e Where N, is the outward norma! te the i'" edge.

Note: when (6—5) ﬁr =0 then it impites than
NQ-P=0" 2N, =0 3)8 =90°
. ! !
not pessible ~.7 if not possible possible i.e.
6—F=01hcn_l7-6isa (6—1_’)J_N_,

point and nol a line 4
line segment PQ is | {u i * edpe then

only N; willbe Ltoboin 2Q and i
edge.

th

« Haw to find the normal :
Pi (Xi, .YI)

normal

_ edge

Ni
Pi_1
(Xi-1y Y1)

Figure 11 : Normal Determination

-};):—p-; = (X1 =X~ 1, ¥Yi—¥i-1) = (51, 52)

if E = {0y, Nz,), then

ql' . Pa-lp. =0 = (51,52 {ny;; ) = 0

= 5ny; + 805 =0
= 5N =~ 5N =0
—s,
=0 T - Ny
5

L.

Un, -1 lhew, ny, = =
5\

Thereinre, v, = (g, s} = { =2 N———— NORMAI.

- s . -5, , 5 .
i ‘ —2 I | 15 ouvward normal then - ( 21l ie | =,-1]is inward norma!.
v LS 5
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Now, we have learned some basic things which will be required in the working of the
algorithin, so, we can starl using the concepts learned so far to clip the line segment
passing through the window,

We know thal the parametric equation of line PQ is
P+1{Q-P);: 0<tzgl

Now, to find the point of intersection of line PQ and i edge we need to find the

appropriate vaiue of parameter 1, for thal we firstly find normal to the i edge. Say Ni
is the normal to i" edge (P,., to P,), then to find the apprepriate parameter t, we should
determine the dot product of the veclor from P,_, to the point of intersection and ihe
normal Ni. Let us do this exercise.

The vector joining edge point P, and point of intersection of the line PQ with the

i" edge for some t will be given by:

{(P+1(Q -P)]-P .}

As Ni is normal to the i" cdge , $o, the dot product of the vector joining edge point
Pi_ | and point ol intersection of the line PQ with the i edge for some 1 and Ni will be
given by:

HP+1(Q -P) =P} N, =0 et ¢ )
Rearranging (1) we zet,

[ = == (5 - ‘—l:;l-l )WI

Q- PN, T

Using this value of't from {2) in parametric form of line we will get the poini of
HH]

intersection of line PQ and i edpe.

Nnte: By the above discussion of P and P, we came to know that il N;. (Q-P)< ¢
=> Pg pointand N,.(Q-P)> 0=> P_ point Il the value of t calculated
using {2) lies in the interval 0 to 1 (in magnitude) then, the point of intersection
will be considered otherwise it will not be considercd.

Steps to clip a line segment PQ:

o Firstly, find all the poinis of intersections of the line scgient PQ with the edges of
ihe polygonal window and classify them either as P and P, points. Also
determine the value of parmeter t . using equation (2) for respective PE’s and
PL’s.

Or
If value of the nermals 1o respective edges aie not given then, find she value of
normal 10 ¢very cdge of ihe window, then. determine the value of parmetert,
usiag equation {2} for respeciive point of intersection between iine sepment and
window edge then on the basis of the vaue of prramcier t merh tha as I and
L providzad the value of t lics from § 1o 1 in magnpitude.

2.D Yiewing ang
Clipping
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Secondly, out of the various values of t for Pg’s determine the maximum value ot
t say it be tnu. Similarly, out of the various values oft for P’s determine the
minimum value of t say it be tn;, . Nole that for clipping to be passible tnin > tu.

Finally, vary the parameter 1 from tng t0 tai, and determine the clipped line as
oulcome.

For better understanding of steps consider Figure 12.

P / 0
==
Pus

F N

cr
AN

Py

Lihe 3
0

Figure 12: Steps of Cyrus Beck Clipping

In case of Line 1: (PQ)

1

2)
3)

4)

Point | is potentiaily entering (Pg,) because as we move along PQ, the LHS ole
is window and hence, it seems that we are entering the window.

Point 2 is again Pg, similarly as point 1.

Point 3 is potentially leaving (Py) -* as we move along PQ, the LHS of &; is
window and hence, it seems that we are leaving the window.

Similarly, peint 4 is also PL,,

Line 2 and 3 (PQ):

Using same logic as for line 1 we find PL and Pe. Now, it is to be noted that for cach
point of interseciion we have some valuc of't.

say 1; is value of t for Pg,
say 1, is value of t for Pes
say ty is value of t for Pr,
say ty is value of t for PLy

As the portion visible to us is image what laying inside the window for line | the line
visihle is from PEs 10 PL, and for these points there is some value of t. With this
initiatisation let us study the following cases:

Case 13 Say we get a new value of t¢ (1.¢ value ol parameter t for any potentially

crtering (P} point) we chouse Ly 81 Ty, = MAax {En . te- The initial
value of 1, = 0 is laken.

Case2: Say we gel a new value of t (i.e value of parameter t for any polentially

leaving(Py) point) then ing. value is updated by tnin = min {tmm, 1.} The
iniiial value of Ly, = 1 is taken.

R
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Finally when value of t for all edges are found and if t,,, <1, then line is
visible else not. And line is visible from
P+ linax (Q - P) to P+ 1vﬂill (Q - P) Ie. -
4 P+1(Q-P) suchthat 1, <t 1t
trax < lain  (draw line)
binax k tmn  (reject line)

\

Example: How does the Cyrus Beck line clipping algorithm, clip a line segment if
the window is non convex?

Solution: Consider the Figure 13, here, the window is non convex in shape and PQ is
a line segment passing through this window .Here too the condition of visibility of
the line is tmac < tyin and the line is visible fram P+t (Q - P) to P + tpin (Q — P),if
tnac * toun then reject the line segment. Now, applying this rule to the Figure 73, we
.find that when PQ line segment passes through the non convex window, it cuts the
edges of the window at 4 points. 1 Pg; 2 - Py; 3 - Pg; 4 5 P . In this cxample,
using the algorithm we reject the line segment PQ but it is not the-correct result.

Condition of visibility is satisfied in region 1-2 and 3-4 only so the line exists there
but in region 2-3 the condition is violated so the line does not exists.
' P

tITIE?(

Pyl
tmax < tmin (Visible)

Py

/‘a lmll‘.

Py
Pe
tmn:nt < trnin (ViSiHE)
P, '
.\_\ -

£

Figure 13: Exemple Cyrus Beck Clipping
% Check Your Progress 1

!} Suppose a rectangular window ABCD is defined such that & = (-1, -2Yand
C{3, 1) using gencralised geometrical approach , clip the fing segment joining the
points P(-20, ('} and Q(20, 30).
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Hippivg 2) A clipping window is given by Po(10,10), P,(20,10), P»(25,15), P5(20,20),
P4(10,15), Ps = Py. Using Cyrus Beck algorithm clip the line A(0,0) and B(30,25).

L
................................................................................................... L
3) How will you compuie the outward normal 1o a clipping in the case of Cyrus- -
Back algorithm? :
4) Compare Cohen Sutherland Line clipping with Cyrus Beck Line clipping
- atgosithm?
................................................................................................... ]
5} Clip the line shown in Figure below using Cohen Sutherland Line clipping
algorithm.
P(x1. yi)\ ' '
—— ;
'\Q(IZ' Yz)

6) Which type of clipping windows can’t be handled by Cyrus Beck clipping
algorithm, how can such cases be handled?

3.3 POLYGON CLIPPING

After understanding the concept of line clipping and its algerithins, we can now

extend the cancept of line clipping to polygon clipping, because polygon is & surfawe

cnclosed by several lines, Thus, by considzring the polygon as a set of line we can .
50 divide the problem to line clipping and hence, the problem of peiygon clipping is .



simplified. But it is to be noted tha, clipping cach edge separately by vsing a line
clipping algorithm will certainly not produce a truncated polygon as one would
expect. Rather, it would produce a set of unconnected line segments as the polygon is
exploded. Herein lies the need (o use a different clipping algorithm to ouiput truncated
but yet bounded regions from a polygon input. Sutherland-Hodgman algorithm is one
of the standard methods used for clipping arbitrary shaped polygons with a
rectangular clipping window. It uses divide and conquer technique for clipping the

polygon.
3.5.1 Sutherland-Hodgiman Algorithm

Any polygon of any arbitrary shape can be described with the help of some set of
vertices associated with it. When we try to clip the polygon under consideration witly
any rectangular window, then, we observe that the coordinates of the polygon vertices
satisfies one of the four cases listed in the 1able shown below, and further it is to be
noted that this procedure of clipping can be simplified by clipping the polygon
edgewise and not the polygon as a whole. This decomposes the bigger problem into a
set of subproblems, which can be handled separately as per the cases listed in the table
below. Actually this table describes the cases of the Sutherland-Hodgman Polygon
Clipping algorithm,

Thus, in order to clip polygon edges against a window edge we move from veriex V,
to the next vertexV.., and decide the output vertex according to four simple tests or
rules or cases listed below:

Table: Cases of the Sutherland-Hodgman Palygen Clipping Algorithm

[Case ¥, Vi Qutput Veriex
A Inside Inside Vis
| window)
B Inside Outside ¥V’ le intersection of polygon and window
—_— edge
C Qutside | OQutside None
D QOutside Inside Y'Y Vi

In waords, the 4 possible Tests listed above to clip any polygon stales are as meniioned
below:

i) if both Input vertices are inside the window boundary then oniy 2™ vertex is
added to output vertex fist.

2) If 1" vertex is inside the window boundary and the 2™ vertex is outside then, only
the intersection edge with boundary is added to output vertex.

3) Ifboth Input vertices are outside the window boundary then nothing is added to
the output list.

4} 1fthe I vertex is oulside the window and the 2™ vertex is inside window, then
both the intersection points of the polygen edge with window boundary and 2™
vertex are added o outnut vertex list,

5o, we can use the rules ciied avove to clip a polygon correctly. The polypon must be
tested apainst vach edge of the clip rectangle; oew edges must be added and existing
edges must be discarded . retained or divided. Actuzily iils algorithim Jeuomposes the
probleim of palygon clipping sgainsi a ¢iip window mio 1ocatical suborobiems, where
a subproblem is to clip all polygon edges (pair of vertices) in succession against a
single infinite clip edge. The output is 2 set of clipped edges or pair of vertices tha
721l i the visible side with respect to ¢lip edge. These set of clipped cdges or oupu!
vertices are considerad as input for the next sub problem of elipping against the
second window edge. Thus, considering the output of the previous subgroblem as the

2-P Viewing and
Clipping
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Raster Graphics and
Clipping input, each of the subproblems are solved sequentially, finally yielding the vertices
that fall on or within the window boundary. These vertices connected in order forms,

the shape of the clipped polygon.

For better understanding of the application of the rules given above consider the
Figure 14, where the shaded region shows the clipped polygon.

Tcstg,._évz
e RN L, V1 \
" Polygomto Rectangular : -
. beclipped. Window Te ;
L TesC ‘
V4 R
Test;B\_—{ V3

(a) by -

Figure 14 :Sutherland-Hedgman Polygen Clipping

Pseudocode for Sutherland — Hodgman Algorithm | ]

Define variables
inVertexArray is the array of input polygon vertices
outVerteArray is the array of output polygon vertices:
Nin is the number of entries in inVeriexAmay
Nout is the number of entries in outVertexArray
n is the number of edges of the clip polygon P
ClipEdgefx] is the xth edge of clip polygon defined by a pair of vertices i
s, p are the start and end point respectively of current polygon cdge "
i is the intersection point with a clip boundary
j is the vertex loop counter

Define Functions
AddNewVertex(newVertex, Nout, outVertexArray)
- Adds newVertex to outVertexArray and then updates Nout

InsideTest(testVertex, clipEdgelx])
: Checks whether the vertex lies inside the clip edge or not;

retures TRUE is inside else returns FALSE

Intersect(first, second, clipEdge(x])
: Clip polygon edge(first, second) against clipEdge{x],
outputs the interscction point

{ : begin main

x=1

while {x =0) : Loop through all the n elip edges

]

LA

Noul=10 : Tlush the outVertex Array

s = inVerlexArray[Nin] : Start with the last veriex in inVenexArray

forj=1to Nindo - Loap through Nin nuinber of pulygen vertices {cdges)
{

p = inVertexArray[j)
if InsideTesi(p, clipEdge[x] = = TRUE then : Case A and
D

97 if InsideTest(s, clipEdge[x] == TRUE then



AddNew Vertex(p, Nout, outVertexArray) : Case A D Vic‘gﬂg;ﬁ:

else
i = Interscet(s, p, clipEdge[x]} : Case D
AddNewVertex(i, Nout, outVerexArray)
AddNewVerlex({p, Nout, outVeriexArray)

end if

else : 1.e. if InsideTest(p, clipEdge[x] = = FALSE
(Cases 2 and 3)

if InsideTest(s, clipEdge[x]) = =TRUE then :Casc B

{

Intersect(s, p, clipEdge[x])
AddNewVertex(i, Nout, outVertexArray)

endif : No action for case C

s=p : Advance to next pair of vertices

j=j+l

end if : end {for}

}

=x+| : Proceed to the next ClipEdge[x +1]
Nin = Nout
inVertexArray = outVertexArray : The ouput vertex array for

the current clip edge becomes the input
vertex array for the next clip edge

} : end while

} : end main

= Check Your Progress 2

1) Using Sutherland-Hodgeman polygon clipping algorithm ¢lip on the polygon
given below. -

N\
/7 N\
7 <

3.6 WINDOWING TRANSFORMATIONS

From section 3.1,we understood the meaning of the tenm window and viewport which
could again be understood as:

Window: A world coordinate area sclected for display (i.e. area of picture selected (or
viewing).

Viewport: An Area or a display device o which a window is mapped

Note:
¢ Window defines what is 10 be viewed and viewpoint defines where it is to be
displayed.

e Oflen window and viewpoints are rectangles in standard position with edges
parallel to coordinate axes. Generalised shapes like polygon ete,, take long Lo
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\Vlen

Window

4 - 4

Wma —t—=

process, so we are not considering these cases where window or viewport can
have general polygon shape or circular shape.,

The mapping of a part of a world coordinate scene to device coordinates is referred to
as Viewing Transformation. In general 2D viewing transformations are referred to as
window to viewport transformation or windowing transformation.

V¥max ——

VYnun ———

P T |
} | \
WXmin WXmax VXmin VXimax

World Coordinates Device Coordinates
Figure 15: Windowing Transformation

You may notice in Figure 15, that all parts of the picture that lic cutside the window
are clipped and the contents which lie inside the widow are transferred to device
coordinates. Secondly, you may aiso notice that while window sclects a part of the
scene, viewport displays the selected part at the desired location an the dlsplay arca.
When window is changed we see a different part of the scene at the same portion
(viewport) on display. If we change the viewport only, we see the same part of the
scene drawn at a different scale or at a different place on the display. By successively
increasing or decreasing the size of the window around a part of the scene the
viewport remain fixed, we ».an get the effect of zoom out or zoom in respectively on
the displayed part. Mathematically, viewing transformation can be expressed as
V=WN

Where,

+ 'V refers Vizwing transformation which maps a part of world coordinate scene 10
device coordinates;

° W refers o workstation transformation which maps normalised device
coordinates to physical device coordinates;

¢ N refers lo Normalisation transformation used to map world coordinales to
normalized device coordinates.

Window to Viewpoint Coordinates transformalion:

er,—.::u -t P mm————

P el Y

&
Xv.Yv)

Y, A L
T

Viewport

= I |> | ]

Xwmin Kmar _ KVmin XV,

a) Window in Object space b} Viewport in Device space

Figure 16: Window 1o Viowpert Transformation
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Figure 16, llushrales window-viewpoint mapping. Here, it is depicted that a point at
position (X,,, Yy ) in window is mapped into posilion (X,. Y,) in the associated
viewpoint.

So, as to maintain the same relatiye placement in the viewpoint as in the window we
require

AV = xV"“" o Xw— mvmin .
= —— ()
'wmax - xvmin x-"vnln.\ '_'x]vrnin
——————— (1)
yp_yvmin _ y]p_y“,min :
= e —S) ;

yvmsx _-yvmin Jnymu _y“"min
rearranging equation (a) and (b) of (1) we get viewpoint position (x,, y.)ie,

XV = XxVpin (W~ xwpi) S

s \
VY = YV T (VW — YWiin) Sy (23
where ™
S x Sca“ng factor alOﬂg X axis = Mo = Vhin
W . =X | e {3)
S , scating factor along y axis = HVWiae = P
Wm.u - ywm'an

Note, if S, =8, then the relative proportions of objects are maintained else the world
object will be stretiched or contracted in either x or y direction when disptayed on
output device.

In térms of Gzometric transformations the above refation can be interpreted throngh
the following iwe sieps: '

Step 1 Scaling the window arca to the size of the viewport with scale factors s, and s,
w.r.ta fixed point (o, ¥ mia).

(‘91 0 xwmrn (] _‘sr)} II'
i 0 S_‘, -l'ml;.m: U - 'Ty)
0 0 i ]
Step 2 Transfating the scaled window to the position of the viewport so that,
Ax = MVmin — IWmin and
AY = YVmin — YWain
( P0 m]
S | 1 Mo
D1 A
f
\

L0
69 1)

Concalenating [ /1] and [75) we pe,

Is

T

s 0 Avsaw, (-

I

, )
! ks

(-7 =10 s, apvym,(t-s,)
Lo o !

=

.
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Raster Graphics and

Clippiog Replacing the values of Ax and Ay in the above transformation matrix we finally get,
s, 0 —soow hxvo
[T] =|0 §, T8, Wnin + Wain (I)
0 0 1

The aspect ratio of a rectangular window or viewport is defined by

Xeax ~ Xmin

Yo — VYin
I-fo =% then Ve ~ *¥min = Py = YVinin
W — o YW ~ YWnia

g =

X,

max LW,

- . min =y = ay,
Yo = YWain  PWma = YWein

XV e

= XVin =

=

So, it can be said that if the aspect ratio a, of the viewport equals the aspect ratio a,, of
the window, then s, =s, and ne distortion of displayed scene occurs other than

uniform magnification or compression. If a, # a, then the displayed scene in the
_viewport gels somewhat distoried w.r.t the scene captured by the window.

Example Find the normalisation transformation N which uses the rectangle
W (I, 1), X (5.3), Y (4, 5) and Z (0, 3) as a window and the normalised device screen
as the viewport.

A Y(4.5)

Z(0,3 155

(0,0

1

Window region Viewport region

Figure 17: Example Transformations

Hcre, we see that the window cdges are not parallel to the coordinaie axes. So we will
first rotate the window about W so that it is aligned with the axes.
-1 1
Now, tan &= —— = —
5-1 2

. 1 2
=sina =-—=cosq = ~—=
J5 Js

Here, we are rotaling the rectangle in elockwise dircction, So s (- Weie, -«

The retation malna about W {1, 1) is,
™
Cos -Sin a (I-Cos @) x,+ Sin @ ¥
[Teolw= | Sina Cos o (1-Cosa) y,-Sina x,
0 0 1
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The x extent of the rotated window is the length of WX which is 1](4’ +29) = 25

Similarly. the y extent is length of WZ which is /(1 +2%) =5

For scaling the rotated window 10 the normalised viewport we calculate s, and s, as,
_ viewport x extent _

2-D Viewing and

L

_ viewport y extent _ 1

window y extent

As in expression (1), the general form of transformation matrix representing mapping

of a window to a viewport is,

s, 0
[T]=] 0 5,
0 0o |

=8 XWoin + XV

_‘g_vwmin + YVnin

window x extenl 2~f§

In this problem {7] may be tcrmed as & as this is a case ol normalisation i

transformation with,

XWiin = 1 XVnin
YW¥min =1 YV¥nmia
o]
S B — s —
X 2\/5 ¥

By substituting the above values in {7] i.e. N,

e

Now, we compose the rotation and transfonaation N to find the required viewing

transformation Ny
]

1
25
N.R:N[T;lgjw= 0 i

5
0 ¢

N3

3.7 "SUMMARY

In this unit. we have discussed the concept of clipping, along with the concept 67
<lipping we have also disenssed various ¢lipping types, Thie unit i< quite imporiant
irom the point of view of achieving realism through computer graphics,

This unit contains algorithms, which are casy 1o implement in any programming

ianguage.

Clipping
1
NG ;
i_
]'.'
2z 1 ,_L]
N Nl
-2 4
NN s ' .
0 0 i
57
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3.7 SOLUTIONS/ANSWERS

Check Your Progress 1

) Rectangular window ABCD is defined such that A =(-1,-2)and C (3, 1). So. 10
clip the line segment joining the points P(-20, 0) and Q(20, 50} using generalised
geometrical approach we do the following tasks.

A

98

Y

|
Equations of line segment PQ is:
J’z_—}’.i_e m =ﬂ_=}_qz 3/4
x, — X, 20-(-20) 40
. equation of line PQ = y =3/4x +¢ ——

y =mx + ¢ where m =

As point P (-20, 0) lies on the line given by equation (1) so it should satisfy
equation (1) i.e,,
O=%*(200+¢ = c=15  ——mmmmaemeee (2)

Using (2) in {1} we get the complete cquation of line as
y=3Mx+15 (3)

Steps 1o clip the line segment PQ are:

l} Point P is lying as LHS of window ABCD so by finding the intersection of line
PQ with ¥ = yma. = | we will get co-ordinates of P’ using equation (3) put
Y = ¥mu = 1 10 (3} we gel,
-14*%4

l=3/M4x+15 = x= 3 =-18.66

i.e., P’(~18.66, 1), which is lying oulside the window region ABCDhence reject
portion PP’ of line segment PQ.

2) Now consider altered line segment P'Q
By finding (he pt. of intersection of PPQ with x = X, = -1 we will get P
SO NUL ¥ = N, = -1 in {3) we gl

Y = %(-1)+ 15 =-3/4 + 15 =57/4 = 14.25

= P(-1, 14.25) is also lying out of window region ABCD so reject portion

P’P"" of line segment.

Pl S L EECNE
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3} Now consider line segment P"’Q
We will get P**" if we will find the pt. of interseclion of P’'Q with x = Xoax = 3
- by using X = Xma = 3 in (3) we get i

Y=U*3+15=9/4+15=69/4=1725

= P"(3, 17.25) is also lyiny out of window region ABCD hence Q (20,30
is also lying qut .. Reject whole line segment P"’Q.
That is how a whole line segment PQ is rejected in small segments.

2) The clipping window is given by Po(10,10), P,(20,10), Po(25,] 5), P3(20,20),
Pa(10,15), Ps = Po and we necd to clip the line A(0,0) and B(30,25). Using Cyrus
Beck algorithm, we proceed as follows:

A

Steps to find clipping are:
1} Find & ard using that find 1:
—(P-P_ )N —— —
! :—(=—_'_‘il—, P, end pts. of line segment F_, starting pt of
(Q-P\N

edge check t lies in the interval (0,1)
2) Find pt. of intersection P+ (0~ P)
3N Ir (:_é —F).E' < O then pt. of intersection is potentially entering (Pg) if

(o ?)E > O then pt. of intersections poteatially leaving (PL)

4} Tind (max) (., out of the value of t,,,, for Pe's and (ind{min) t,,, out of the value
of L. Tor P_'s condition of clip i5.they < b

5) Clipping is avaitable from F+lm (6— T") 10 F-!-rm;“ (@._F)_

Now, let us do the above steps so as to clip ihe fine ABin clipping windov.;
PDPI.P?»PS:Pd- '

cdge O: (i.e. edge PoP))
Say N, = (n,,,1,, ) be normal to this cdge p, p, . So Ny pop =0
Poby = Py = Py = ((2000)=(10,10) = (10,0)  womemeeeree(])
Nopupy = (0,.05.0.{10,0) =0

-0
=10, +0n, =0 = n, =—"n,
i 10
Ifwetake ng, = =1 then ng, =0 so, Ny =(0,1) e e @)

Now. to check that the point of intersection of line segment AB and edge is
potentially entering o leaving find ABN

[

2-D Yicwing and
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AB =B -4 =((30-0),(25-0)) = (30,25)
AB.N, =(3025).0)=-25<0 soptusPE |
_—(A=-P)N, _ - ((0,0)-(10,10)).(0,)) _ (10,10).0.1) _

t - — —— = 1.
" (B-A)MN, -25 -25 5
I
!:'
edge 1: (i.c.edge AP) :
Say, N, = (n,,,nlz) be normal to this edge p,pz So N, p,px =0
PP, =P — P =((2520)-(1510)=(55)  ——(1)
("m”u)-plpz = (M, 1 )(5.5) =5y, + 5, =0 = n, =-n,
i n, = -1 then n, = 1. E—1 =(m,,m,) =({-1) ——— @)
Now let’s find EF, to check that poﬁnt of intersection is potentially entering or :
leaving f
ABN, = (30.25).(1,-1) = 30-25 =5 >0 so pt. is P, ;
So, find ta;
= —(A .P) N ~((0,0)—(20,100).(,-1) _ {20,10).(1,-1) _ 2010 _ 9.
" (B-A)MN, 5 ' 5 5 '
reiect this point of intersection )
Edge 2: (i.e. edge E}Z) b
Say 'ATE = (,,,1,,) be normal to this edge p, p, - So }'.’_2.1192;.:?3 =0 :
.75 = ps =Py =(20-29,(0-19) = (-53)  — (H
p,p, —( =5,5).(1y,,7i32) =0 = =5n, + 5y, =0 = ny, =11y,
£ ny, =1 then my =1 o Ny = (g1, 1a) = (L) —re(2)
7o check that pt. of intersection in PL or Pg, angle sign of ZE.NZ
AB.N, =(30,25).(1,1) =30+25 > 0 so P,
SU, fll'.ld ‘-mIn;
- ~(A-P)N, —((0,0)—(Q515).(,1) _ (25,15).(1,11 ?5—15 40 _§_
" (B-A)MN, 55 55 55 55 1

Edge 3: (i.e. edge P P,)

Say ¥, be normalto py i, , then ‘*1 Mp, =0

By, = py = pr = (0015 - (2020 = (10,-5) ()
p]p, L = (=10,~5) (113, 1yg 3 = 1005, 5my, =0 = my, = —1{ 2y,
i hg, =1 Ihen ny, =-1/2 - N ={(~}2,~1) —e(2)

Now, lct us find that pt. of interscetion is Py or Py, lets check sign of AB. N

ABN, = (30,253(-1/2,-1) = 30(-1/2)+25(1) = -15+25 =10 > G50 P,




—(A=P)N, _ —((0,0)~(20,20)).(-1/2,}) _(2020).(-1/2,1) _ -10+20

F — ——
" (B- AN, 10 10 10

Edge d: (ie. edge PP or PP, (. Py== 1)

Say E(”u-”n\) be normal 1o the edge Ep_u , S0 E.}.‘qpﬂ =0

PPy = Po— Py =((1010)=(1015) = (0,=5) (i)
0.
Plp" "(0 5)("4“”42) 0"4: 5”43 =0 = n, = L-'—
itn, ==1thenn, =0 . E = (-1,0) -.________.___(2)

Now to find whclher that point of intersection is potentially entering or leaving find-:
and check sign of ABN,
ABN, = (30,25)4-1,0) = -30+0 <0 so P;

Now find that (I_,m);
o _=(G-PON,_ —(O00-Q015)(-10) _ (10510 _ 10 _
mex (E—})-Nd _30 —30 “30

[VER I

MNow  out of all t,., find max. value of §, and
out of all t,,;, find min. value of 15, and
MaX [imgc] = 2/5 = tyee, Minftei] = 8711 = tyin
a5 fLua] < {tmin]. S ihe line segment AB is clipped from

A + oy (B-A) 0 A + b (B-A)

A +f. (B A; ‘
= (U 0)+ 2!5[{30 23)-(0,0))=(12,10)
A+zmm(B A)

= (0.0} + 8/11[(30,25) - (0,0)] = (240/11, 200/11)
L.e., line is dipped from {12,10) to (240/11. 200/11), means
line AB is visible from (12,10} to (240/1 i, 200/1 1)

3) Letus compute the outward normal to a clipping in the case of Cyrus-Bark
algerithm. Consider a convex window, say it is hexagonal in shape; throvgh

which a line AB is passing and say N, is normal at the edge of the haxagon
where the line AB intersects i.e.,

is the edge with which the line segment AB intersccts 5o,

Pk =P -F,
S A A O R £ T L )
- (-r, TS yr-i) = (‘?!1‘5‘5}
¥ normal ;‘_." T, ) e e (2)

then, P_ PV, =0

(5,8,).(n,.m)~ (87, +5,1,)=0

2-D Viewing and
Clipping
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Figure 18: Example Cyrus Beck Clipping

Casel: if n,, = l1then n, =% Er'_:=(—53 /s,,1)
1

Case2: If n,, =—lthen n, =2 N, =(s,7/5,~1)
5

Normal F,in case | is opposite of the Normal in case 2 i.e. tpe'direction is opposite.
So, if N, in case is OUTWARD NORMAL then N, in case2 will be INWARD
NORMAL

In CYRUS-BECK Algorithm the point of intersection is either potentially entering c;n
potentially leaving, lets study the two with inward/outward normal.

Case A: POTENTIALLY ENTERING CASE (Figure 19)
In Figure!9 the point of intersection given by AB is potentially entering

i) A, is outward normal then,
‘/EF, = lﬁnﬁrlcos(ﬁ +90°) = —|E”K-’:|sin 8 <0
i A_f is inward normal then,

ABN, = |7(§|‘F,\cosa'= 4BV |cos(90° - ) = -\?473‘|]F,,|sin 0

A
™
@

Figurel1y: Potentizlly entcring casc S
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Case B: POTENTIALLY LEAVING CASE
When the point of intersection of line AB with edge P,_,.P, is potentially leaving.

i) N, is outward normal then.

:IE;T&T = |E”E’T| cosf'= |ﬂ”;’\_f,lcos(90° ~8) =

AB|N |sing > 0

i} N, isinward normal then,

ABN = ]FEHF,[ cos(90° +6) = ~|4B[N lsin & < 0

i.e.. by analyzing the sign of dot product of AB with F, in case of potentially

entering/leaving pt. we can find that normal ¥, is outward normal or inward
normal,

4) Limitations of Cohen-Sutherland clipping algerithm are:

1} Clipping window region can be rectangular in shape only and no other
pelygonal shaped window is allowed.

2) Edges of rectangular shaped clipping window has to be paraliel to the x-axis
and y-axis.

3} Ifend pis of line segment lies in the extreme limits i.e., one at R.H.S other at
L.H.5., and on one the at top and other at the bottom (diagonally) then, even if
the line doesn't pass through the clipping region it will have logical
intersection of 0000 implying that line segment will be clipped but infact it is

not so. .
1001 E 1000 1010

!
0001 0000 0010
0101 0100 0110

5) Using Cohien Sutherland Line ¢lipping algorithm when we clip the line we get the
line shown in Figure below as output.

1001 1000 L1010
0001 e oo
G141 - 0100 Lol

6} Windew reglons swhich are Nen convex con't be handled by the CYRUS-BECK
ALGORITHM without modilication.

As we know that in Cyrus Beck algorithm the line is 1o draw i tmax < Imin else it
is 10 be rejected and as por equation (1) and Figure we find that the whele line Livl

2-D Viewing and
Clipplng
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Waster Graphics and
lipping will be rejected but some portion of LM has to be visible, to achieve this, the
algorithm has to be modified so as to handle new convex window regions.

Modifications to be applied to Cyrus Beck algorithm to handle the non convex
region case are:

1} The non convex region is to be divided into many convex sub regions.

2) tmax and tmin are to be found w.r.t individual convex window region hence
linc is 1o be clipped for different convex window regions.

As per the modification the window region ABCDE is to be divided into two convex

windows, L
AEBA and BCDEB B P Pes _ A
Or o
CDEC and ABCEA N /] Pu
ABCDE — Non convex window3 ‘:,:: E
LM — line to be clipped Y
Py — Potentially entering R “ Pea
P, —> Potentially leaving \‘R
¢k > ~ D
Pro
Check Your Progress 2

1Y Clipping the given polygon using Sutherland Hodgeman polygon ¢lipping
alporithm we will gel the result given in the Figure below as outpul,

/N

7~
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BLCOCK INTRODUCTION

Say vou are planning to write a program that generates an output (o show that there is
a ball which contracts first as if the inside air is leaking, then some air is filled in it
such that il expands and now the ball slarts moving aiong with the ball its shadow is
also moving. By simply rcading this siluation you may feel uncomfortable to program
\he siluation, but by understanding the concepts discusscd in this block vou will find
that it is simply an implementation of mathematical transformations inta your
program. After doing the topics discussed in this block, accomplishing such type of
programs will b quite easy.

This block is composed of twa units, which are in fact the implementation of many
mathematical concepts in CS-60. Here, we will apply those concepts to incorporate
2D-3D transformations in a graphical object. Both units will help you Lo prepare a
mathematical inlerface belween reality and computer programming. Using the
concepts discussed in this block you will be able to plan out the mathematical format
that should be utilised with your praphical object Lo achieve some level of realism
afthough achicvement of complete realism is still 2 big issuc and is beyond the scope
of this block. Anyway we will touch zl! the basics relaied 10 the transformations of
any graphical objects

Unit 1 is totally dedicaled 1o the transformations, some of which are atreacly discussed
in CS-60. Transformations are the mathematical concept used to govern the change in
shape, size, motion of any graphic objects. In this unit, we have also discussed
ditferent types of transformations that can be used to introduce a realistic featurc in
any graphic object. The concept is extremely important as the application of the
discussed topics will let you analyse and design the mathematical equations which can
be programmed through any programming language (in our case it is OpenGL) and
hence serve as a base fool of working behind animation-which is discussed in Block 4

Unit 2: Here, we will be discussing the cancept of viewing transformations which in
turn include different types of projections. In this unit, we will study how the things at
different positions in 3D space can be projected on to the viewport. This concept is
very important in the manner that in any graphic scene different vbjects will be at
different locations some might be very far and some may be very close then lrow are
thesc objects projected on to an acrual scene? This unil is also a rigorous
mathemalical exercise based on lhe topics discussed in CS-60.

Using the concepls discussed in Lhis block you will ba able (o plan out the
mathematical format that should be utilis=d with your graphical objecl [o achicve
some level of rcalism.
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UNIT1 2-D and 3-D TRANSFORMATIONS

Structure Page Nos,
1.0 Introduction 5
1.1 Obijectives ' 5
1.2 Basic Transformations 6
1.2.1 Translation . 6
1.2.2 Rotation 9
1.2.3 Scaling 12
1.2.4 Shearing 15
1.3 Composite Transformations 20
1.3.1 Rotation about a Point 21
1.3.2 Reflection about a Line 22
1.4 Homogeneous Coordinate Systems 27
1.5 3-D Transformations . 31
1.5.1 Transformation for 3-1 Translations 32
1.5.2 Transformation for 3-D Rotation 32
1.5.3 Transformation for 3-D Scaling 34
1.5.4 Transformation for 3-D Shearing 35
1.5.5 Transformation for 3-D Reflection 35
1.6 Summary ' 37
1.7

Solutions / Answers 38

1.0 INTRODUCTION

In the previous Block, we have presented approaches for the generation of lines and -
polygonal regions. We know that once the objects are created, the different
applications raay require variations in these. For example, suppose we have created
the scene of a room. As we move along the room we find the object’s position comes
closer Lo us, it appears bigger even as its orientation changes. Thus we need to alter or
manipuiate these objects. Essentially this process is carried out by means of )
transformations. Transformation is a process of changing the position of the object or
maybe any combination of these.

The objects are referenced by their coordinates. Changes in orientation, size and shape
are accorplished with geometric transformations that allow us to calculate the new
coordinates. The basic geometric transformations are translation, rotation, scaling and
shearing. The other transformations that are often applied to objects include reflection.

In this Block, we will present transformations to manipulate these geometric 2-D
objects through Translation, and Rotation on the screen. We may like to modify their
shapes either by magnifying or reducing their sizes by means of Scaling
transformation. We can also find similar but new shapes by taking mirror reflection

with respect to a chosen axis of references. Finally, we extend the 2-D transformations-

to 3-D cases.

1.1 OBJECTIVES

Afier going through this unit, you should be able to:

e describe the basic transformations for 2-D translation, rotation, scaling and -
shearing; '

s discuss the role of composite transformations;

rezmTT—— T - -t -



Transformstions

o describe composite transformations for Rotation about a point and reflection

about a line;

s define and explain the use of homogeneous coordinate systems for the
transformations, and

e extend the 2-D transformations discussed in the unit to 3-DD transformations.

1.2 BASIC TRANSFORMATIONS

Consider the Xxy-coordinate system on a plane, An object (say Obj) in a plane can be
considered as a set of points. Every object point P has coordinates (x,y), so the object
is the sum total of all its coordina}e points (seg"Figure I). Let the object be moved to a
new position. All the coordinate points P’(x',¥") of a new object Obj’. can be obtained
from the original points P{x,y) by the applicafion of a geometric transformation.

yA

10bj

P (%), 1

- —

Flgure 1
1.2.1 Translation
Translation is the process of changing the position of an object. Let an object point

P(x,y)y=xI+yJ be moved to P’(x’,y’} by the given translation vector V=t,I+ t,J, wherc
t.and t, is the translation factor in X and y directions, such that

P'=P+V. S— )
In component form, we have
Tv:{ Xx'=x+1t, and
Y=yt —2
A
Obj
P
. |0V
O P x

Figure 2
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As shown in Figure 2, P” is the new location of P, after moving t; along x-axis and t,
along y-axis. It is not possible to develop a relation of the form.

*=P.T, ———e— (3}
Where Tv is the transformation for translation in matrix form.

That is, we cannot represent the translation transformation in (2x2) matrix form (2-D
Euclidean system).

Any transformation operation can be represented as a (2x2) matrix form, except
translation, i.e., translation transformation cannot be expressed as a (2x2) matrix form
(2-D Euclidean system). But by using Homogeneous coordinate system (HCS), we
can represent translation transformation in matrix form. The HCS and advantages of
using HCS is discussed, in detail, in section 1.4,

Relation between 2-D Euclidean (Cartesian) system and HCS

Let P(x.y) be any point in 2-D Euclidean system. In Homogeneous Coordinate system,
we add a third coordinate to the point. Instead of (x,y), each point is represented by a
triple (x,y,H) such that H:0; with the condition that (x1,y| JHD=(x2,y2,H2) + x1/HI
= x2/H2 ; y1/H1 = y2/H2. In two dimensions the value of H is usually kept at 1 for
simplicity. (If we take H=0 here, then this represents point at infinity, i.¢, generation
of horizons).

The following table shows a relationship between 2-D Euclidean (Cartesian
coordinate) system and HCS,

2-D Euclidian System Homogeneous Coordinate System (HCS)

Al'l}’ point (X,y)—-_” (X!YII)

If (x,y,H) be any point in HCS(such that
H#0);
then (x,y,H)=(vH,y/H,1), i.e.
(vHyH) (x,y,H)

For translation transformation, any point (x,y)=> (x+&x,y+ty) in 2-D Euclidian system.
Using [CS, this translation transformation can be represented as

(x,y,1) — (x4 D¢,y +ty,|). In two dimensions the value of H is usually kept at [ for
simplicity. Now, we are able 1o represent this translation transformation in matrix
form as:

1 0 0
'y 1=y )i 01 0
~ ty |

P*=P,.T\ 7'

Where P, and P, represents object paints in Homogeneous Coordinates and Tv is
called homogeneous transformation matrix for translation. Thus, P*y, the new
coordinates of a transformed object, can be found by multiplying previous object
coordinate matrix, Py, with the transformation matrix far translation Tv.

The advantage of introducing the matrix form of translation is that it simplifies the
oparations on complex abjects i.e., we can now build complex transformations by
multiplying the basic maurix transformations. This process is called concatenation of

2-D apnd 3-D
Transformations



Transformailons

matrices and the resulting matrix is often referred as the composite (ransformaiion
matrix. -

We can represent the basic transformations such as rotation, scaling shearing, etc., as
3x3 homogeneous coordinate matrices 1o make matrix multiplication compatibility
with the matrix of translation. This is accomplished by augmenting the 2x2 matrix

a b ) ] 0 R : .
4 with a third column [ 0 and a third row (0,0,1). That is - "
c .

1

abo :
¢cd 0 _ :
00 |

Thus, the new coordinates of a transformed object can be found by multiplying i
previous object coordinate matrix with the required transformation matrix. That is

L

New Object Previous object Transformatio
Coordinate = Coordinate . matrix
matrix matrix

Examplel: Translate a square ABCD with the coordinates

A(0,0),B(5,0),C(5,5),D(0,5) by 2 units in x-direction and 3 units\in y-direction.

Solution: We can represent the given square, in matrix form, t}sing homogeneous :
coordinates of vertices ;
as:

A(x y11 00 |
B |x2 y2 1 5 0 1
Ci|x3 y3 1 = 5 51 .F
D\x4 v4 1 5
The transtation factors are, =2, ty=3 '
The wansformation matrix for translation :
1 00 100
T~={0 1 0 = 010
x ty | 2 31
New object point coordinates are: I'
[A'B'C’D’] =[ABCD].T,
A X’l y'| | 0 01 100
B'jx> v> I =1 5 01 010
Clxy vy ] 5 5 2 31
D\ ¥ 0 5
2 31
=7 3 1
7 8 1
2 8 1

Thus, A’ (X' 1,y 1)=(2,3)
B'(x’z,)"z)z(?ﬁ)
C'(x’5,y’3)=(7.8)and  D’(x’4,¥"4)~(2,8)



The graphical representation is given below:

D (2,8) C(7.8)
D (0,5) C (5,5)
A B (5,0) AQ23) B (7,3)
(0,0)
a) Square before Translation b) Square afler Translation

1.2.2 Rotation

In 2-D rotation, an object is rotated by an angle 8 with respect to the origin. This angle
is assumed to be positive for anticlockwise rotation. There are two cases for 2-D
rotation, casel- rotation about the origin and case2 rotation about an arbitrary point.
If, the rotation is made about an arbitrary point, a set of basic ransformation, i.e.,
composite transformation is required. For 3-D rotation involving 3-D objects, we need
to specify both the angle of rotation and the axis of rotation, about which rolation has
to be made. Here, we will consider casel and in the next section we will consider
caseZ.

Before starting case-1 or case-2 you must know the relationship between polar
coordinate system and Cartesian system:

Relation between polar coordinate system and Cartesian system

A frequently used non-cartesian system is Polar coordinate system. The following
Figure A shows a polar coordinate reference frame. In polar coordinate system a
coordinate position is specified by r and 8, where ris a radial distance from the
coordinate origin and @ is an angular displacements from the horizontal (see

Figure 24). Positive angular displacements are counter clockwise. Angle  is
measired in degrees. One complete counter-clockwise revolution about the origin is
treated as 360°. A relation between Cartesian and polar coordinate system is shown in
Figure 2B. -

Figure 2A: A polar coordinate reference-frame  Figure 2B: Relation hetween Polar and
Cartesizn coordinates

Consider a right angle triangle in Figure B. Using the definition of trigonometric
functions, we transform polar coordinates to Cartesian coordinates as:

x=r.cos0
y=r.s5ing

The inverse transformation from Cartesian to Polar coordinates is:

r=y(x*+y?) and 8=tan™'(y/x)

2-Dand 3-D
Transformalions
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Case 1: Rotation about the origin

Given a 2-D point P(x,y), whlch we want 1o rotate, with respect to the origin O. The
vector OP has a length ‘r’ and making a positive (anticlockwise) angle ¢ with respect
lo x-axis.

Let P'(x’y’) be the result of rotation of point P by an angle 8 about the origin, which is
shown in Figure 3. y 5 '

y P (%, Y)

8 P(K;Y)

> x

Flgure 3
P(x,y) = P(r.cos$,r.sin$)
P’(x’,y")=P[r.cos{($+0),rsin(§+6)]

The coordinates of P* are:
x'=r.cos(B+d)=r{cosbcosd-sinBsind)
=x.cos8-y.5in®  (where x=rcos¢ and y=rsing)

similarly;

y'=rsin(0+§)=r(sinBcos¢ + cosb sm(b)
=xsinf+ycos0

Thus,

Rp= x’=x.cosB-y.sin@} _
y'= xsinf+ycost
Thus, we have obtained the new coordinate of point P after the rotation. In matriz
form, the transformation relation between P* and P is given by:
cosf sind
X’y )= (xy)
-sinf cosB

thatisP=PRq — —(5)

where P’and P represent object points in 2-D Euclidean system and Ry is
transformation matrix for anti-clockwise Rotation.

In terms of HCS. equatinn (5) becomes
o ] r_cosﬁ sint 0
TR Gl ces® 0 | s (6}
0 0 1

Thai is P Re . ’ e T)



Where P’y and P, represents object poiats, after and before required transformation, in
Homogeneous Coordinates and Ry is called homogencous transformation matrix for
anticlgekwise.Rotation. Thus, P*, the new coordinates of a transformed object, can
be found by. multiplying previous object coordinate matrix, Py, with the transformation
matrix for Rotation Ra.

Note that for clockwise rotation we have to put 8 =— 8, thus the rotation matrix Rg, in
HCS, becomes

.cos(—B) sin(-0) 0 cosf —sind 0
R-g=| —sin(~0) cos(-8) 0| =| sin@ cos8 O
0 0 1 0 0 1

Example 2: Perform a 45° rotation of a triangle A{0,0),B(1,1),C(5,2) aboul the origin.

Solution: We can represent the given triangle, in matrix form, using homogeneous
coordinates of the vertices:

_ A0 01
[ABC)=|B 1l |1
cCs5 21
_
cosds” sind5° 0 212 V22
The matrix of rotation is: Ry=Rys’= —sind5° cosds® 0 —~N2/2 N22

0 0 1 0 0 1

So the new coordinates A’B°C’ of the rotated triangle ABC can be found as:

0o o 1|22 V272 0 0 0 1
[A'B'CIS[ABCYL Rise= |1 1 1|{=V2/2 N2/2 0| =| 0 J21
' 5 2 1| © 0 | 3272 W2/2 1

Thus A’=(0,0), B'=(0,¥2), C’=(3v2/2,742/2)

The following Figure {a) shows the original, triangle [ABC] and Figure (b} shows
triangle after the rotation.

¥
A
T C
— s ] ] | ' ! _____' h
0 T | | ] 1 1

Figure (2)

2-Dand 3 1)
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Transtormation-

-

Figure (b)

% Check Your Progress 1

1) What are the basic advantages of using Homogeneous coordinates system.

2) A square consists of vertices A(0,0),B(0,1),C(1,1),D(1,0). After the translation C
is found to be at the new location (6,7). Determine the new location of other

vertices.

3) A point P(3,3) makes a rolating of 45° about the origin and then translating in the
direction of vector v=5[+6]. Find the new location of P.

4) Tind the rclationship between the rotations Rg, R-g, and Ry

1.2.3 Scaling

Scaling is the process of expanding or compressing the dimensions {i.c., size) of an
object. An important application of scaling is in the developmenl of viewing
wransformation, which is a mapping from a window used to clip the scene to a view
pon for displaying the clipped scene on [he screen.

srpmem T tTe —-es mms o= e



Let P(x,y) be any point of a given object and s, and s, be scaling factors in x and y
directions respectively, then the coordinate of the scaled object can be obtained as:

X =NE
}"=v-% ——(8)

If the scale factor is 0<s<lI, then it Teduces the size of an object and if it is more then
1, it magnifies the size of the object along an axis.

For example, assume s, >1.
i) Consider (x,y)>(2.x,y) ie, Magnification in x-direction with scale factor s, =2.

(LE)] 6,3}

5. =2 (4,2)
—_—

2.2) 4.2)

PR). N CR

(8.0

Figure &): Object before Scaling Figure b): Object after Scaling with s, =2

i) Similarly, assumes, >1 and consider (x,y)>(x,2.y), i.e., Magnification in y-
direction with scale factor s, =2.

2.2

33

4.2)

S2

{24

GE

(4.4)

2-Dand 3-D
Transformations
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2.1 4.1}

(2.2 (4.2)

2

Figure a): Objcet before Scaling Figure b): Object after Scaling with Sy=2

iii) Consider (x,y)>(x.5xYy) where 0<s, = y; <l i.e., Compression in x-direction with
scale factor s,=1/2.

3.3 (1.53}

22) @2) s, =2

[~

@n (4.0 (1. @20

Figure a): Object before Scaling Figure b): Object after Scaling wilh Sx=1/2

Thus, the general scaling is (x,y)> (x.5,y.8) L.e,, magnifying or compression in both
x and y directions depending on Scale faciors s, and s, We can represent this in
matrix form (2-D Euclidean system) as:

s, 0 )
®yrE &0 s oo ~—9
| ' ' 13
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In terms of HCS, equation (9) becomes:

5. 00
oy D=(x,y.1) [0 s, 0 --—-(_I 1)]
0 0 1
that is P*\=Py.5 5 —(11)

Where Py and P’y represents object points, before and after required transformation
in Homogeneous Coordinates and s ;, is called transformation matrix for peneral
scaling with scaling factor s, and s, .

3

Thus, we have seen any positive valuc can be assigned to scale factors s, and sy, We
have the following three cases for scaling:

Case 1: If the values of s, and s, are less then I, then the size of the object will be
reduced.

Case2: Ifbeth s, and s, are greater then 1, then the size of the object is enlarged.

Cased: If we have the same scaling factor (i.e. s,=5,=S), then there will be uniform
scaling (either enlargement or compression depending on the value of S, and Sy) in
both x and y dirzctions.

Example3: Find the new coordinates of a triangle A(0,0),B(1,1),C(5,2) after it has
been {a) magnified to twice ils size and (b) reduced to half its size.

Solution: Magnification and reduction can be achieved by a uniform scaling of s
units in both the x and y directions. If, s>1, the scaling produces
magnification. If, s<1, the result is a reduction. The transformation can be
written as: (X,y,1)>(5.x,5.y,1). In matrix form this becomes

s 00
x¥,1)| 0 s 0] =(s.xs.y1)
oo

We can represent the given triangle, shown in Figure (), in matrix form, using
homogeneous coordinates of the vertices as -

A0 O]
Bl 11
cs 2

Ll N .

Figure a: Object before scnl'ing



(a) choosing 5=2

The matrix of scaling is:S5.,5,= 8;2

(== %]
(=3 -

So the new coordinates A’B’C’ of the scaled triangle ABC can be found as:

oo1)f200 0 01
[A'B'C)-[ABCLR.2= |1 1 1| 02 0|~ 2 21
521|060 1 10 4 1

Thus, A’=(0,0), B’=(2,2), C’= (10, 4}

(b) Similarly, here, s=1/2 and the new coordinales are A”’=(0,0}, B*>=(1/2,1/2),
C*=(5/2,1). The following figure (b) shows the effect of scaling with s,~s,=2
and (c) with s,=s, =s=1/2.

2-D and 3-D
Transformations

1 23 45 617 8 9 10

Figure b: Object alter scaling with Sx =Sy =2 Figure c: Object after scaling with §, =8, = 12

1.2.4 Shearing

Shearing transformations are used for modifying the shapes of 2-D or 3-D objects.
The effect of a shear transformation looks like “pushing” a geometric object in a
direction that is parallel to a coordinate planc (3D) or a coordinate axis (2D). How far
a direction is pushed is determined by its shearing factor.

One familiar example of shear is that observed when the top of a book is moved
relative to the bottom which is fixed on the table.

In case of 2-D shearing, we have two types namely x-shear and y-shear.

In x-shear, one can push in the x-direction, positive or negative, and keep the p-
direction unchanged, while in y-shear, one can push in the y-direction and keep the x-
direction fixed.

z-shear about the origin

Let an object point P(x,y) be moved to P’(x" y’} in the x-dircclion, By the given scale
parameter ‘a’,ie., P’(x'y") be the result of x-shcar of point P(x,y) by scale faclor a
about the origin, which is shown in Figure 4.

15
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Figure 4

Thus, the points P(x,y) and P'(x’,y’} have the following relationship:

xX'=x+ a}}
y'=y = Shy(a) ——(11a)

where “a’ is a constant (known as shear parameter) that measures the degree of
shearing. If a is nepative then the shearing is in the opposite direction.

Note that P(0,H) is taken into P'(aH,H). It follows that the shearing angle A (the angle
through which the vertical edge was sheared) is given by:

tan(A) = aH/H = a.

So the parameter a is just the tan of the shearing angle. In'matrix form (2-D Euclidean
system), we have

1 0
Xy x| a 1] —(12)

In terms of Homogeneous Coordinates, equation (12) becomes

1 00
ey Yy )la 10 ~———{13)
0 01
That iS, P'h= Ph Sh'_(a) _______(14)

Where P, and P'y represents object points, before and afier required transformation,
in Homogeneous Coordinates and Sh,(a) is called homogencous transformation matrix
for x-sheéar with scale parameter ‘a’ in the x-direction.

y-shear about the origin

Let an object point P(x,y) be moved to P'(x’,y’}) in the x-direction, by the given scale
parameter 'b’. i.e., P'(x’y"} be the result of y-shear of point P{x,y) by scale factor ‘b’
about the origin, which is shown in Figure 5(a). ’

v Ya P oy
P {xy) b.x
— P{x, ¥}

(At

Bex
>
X

Figure 5 (a}
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Thus, the points P(x,y) and P'(x’,y’} have the following relationship :

X=X
y' =y+bx[ =Shy(b) — (15}

where ‘b’ is a constant (known as shear parameter) that measures the degree of
shearing. In matrix form, we have :

1 b
(xy ¥ (xy) [0 J —---——(16)

In terms of Homogeneous Coordinates, equation (16) becomes

1 b O
.y, )=xy1)| 0 10 —(17)
0 01
That iS, P,h= PhShy(b) _______(l 8)

Where P, and P*, represents object points, before and after required transformation,
in Homogeneous Coordinates and Shy (b)is called homogeneous transformation
matrix for y-shear with scale factor ‘b’ in the y-direction.

xy-shear about the origin

Let an object point P(x,y) be moved to P’(x’,y’) as a result of shear transformation in
both x- and y-directions with shearing factors a and b, respectively, as shown in

Figure 5(b). , ay
X
1w P ()
ay
: z (¥}
»
% b.x
O > X
Figure 5 (b)

The points P(x,y) and P’(x’,y"} have the following relationship :

x'=x +ay .
y' =y+bx = Shy,(a,b) ——(19)

where ‘ay’ and ‘bx’ are shear factors in x and y directions, respectively. The xy-shear
is also called simultaneous shearing or shearing for short.

In matrix form, we have,

1 b
yyeyls 1t (20)

In terms of Homogeneous Coordinates, we have

YL D=xy,1)

— oo
[
H
i
i
i
i
—
3
—
p—

b
|
0

O o —

That is, P’ = Py.Shy,(a.b) eeen{22)

17
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Where Py, and P’ represent object points, before and after required transtormation, in
Homogeneous Coordinates and Sh,,(a,b)is called homogeneous transformation marrix
for xy-shear in both x- and y-directions with shearing factors a and b, respectively,

Spectal case: when we put b=0 in equation (21), we have shearing in x-direction, and
when a=0, we have Shearing in the y-direction, respectively.

Example 4: A square ABCD is given with vertices A(0,0),B(1,0),C(1,1), and D{o, 1.
IHustrate the effect of a) x-shear b) y-shear ¢} xy-shear on the given square, when a=2
and b=3.

Solution: We can represent the given square ABCD, in matrix form. using

-homogeneous coordinates of vertices as:

A 0 0 |

B I ¢ 1

cC 11 1

Do | 1

a) The matrix of x-shear is:

100 1 00
Sha)=]a 1 0 =12 10
001 001

So the new coordinates A’B*C’D’ of the x-sheared obje¢t ABCD can be found as:
[A’B’C’D’]=[ABCD]. Sh,(a)

A 0 0 | 100 0 01
[ABCD']=(B 1 0 1}l |J210]|=[1 0
c 1 11 001 301 i
D 11 2 11

Thus, A’=(0,0), B’=(1,0), C’=(3,1) and D'=(2,1).

b) Similarly the effect of shearing in the v direction can be found as:
[A’B’C’D’]=[ABCD].Sh,(b)

: A 0 0 1 1 3 0 0 01
[ABCD']=(B 1 0 1|. |0 1 = 1 31

c I 11 0 0 i 1 4 1

D 0 1 | 0t

Thus, A’=(0,0), B’=(i,3), C’=(1,4) and D’=(0,1).

¢) Finally the effect of shearing in both directions can be found as:
[A'B’C’D'}S[ABCD]. Sh, (a,b)

. r/\ ooq 130 I/nor
A'BCD]- B i ool (2101 30
'c i Joor| Ty o4

(b 0 1] i2 o1y

Thus, A™=(0,M, B*=(1.2}, C*=(3.4} and L’={2.1).
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Figure (a) shows the original square, figure (b)-(d) shows shearing in the x, y and Transformations

both directions respeciively.

h
1
D i cah D .1}
D9 c o
A B .
5 t——> A | o
o v
Figure (a) Figure (b)
W 3
C'(1,4) .
C'34)
B'(1, N
D'Y
B'(2 1)
A » > —»
o X
Figure {c) Figure (d)

Example 5: What is the use of Inverse transformation? Give the Inverse
transformation for translation, rotation, reflection, scaling, and shearing.

Soluation: We have seen the basic matrix transformations for translation, rotatien,
reflection, scaling and shearing with respect to the origin of (he coordinate system. By
multiplying these basic matrix transformations, we can build complex
transflormations, such as rotation about an arbitrary point, mirror reflection about a
line elc. This process is called concatenation of matrices and the resultling matrix is
often referred 10 as the composite transformation matrix. Inverse transformations play
an impottant role when you are dealing with composile transformation. They come to
the rescue of basic transformations by making them applicable during the construction
of composite rransformation. You can observed that the Inverse transformations for
translation, rotation, reflection, scaling and shearing have the following relations, and
v, 9, a, b, sx, sy, sz are all parameter involved in the transformations.

1 T, =T.,
2) Re™'=R~

3) (D) Sh,"(a)=Shy(-a)
(ii) Sh,*(b)=Sh,(-b)
(iii) Shy,"'(2.b) =Sh.(-a-b)

1 -
4) S X, 5y 52 _Slf'sn.l.-':y, 157

5) The transformation for micyor retlection about principal axes do not change afler
inversion.
{i) Mx™ —M =M,
(i} My —M =M,
(iiiy Mz *M M i

AT EL R
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&) The transformation for rotations made about x,y,z axes have the following
inverse:
(l) R-lx.ﬂ = R:(_-l?l= RT:,D
(i) R'yo =Rye=R'y0
(i) R"20 =Reo= Rz

= Check Your Progress 2

1y Differentiate between the Scaling and Shearing transformation.

3) Find the 3x3 homogeneous co-ordinale transformation matrix for each of the
following:
a) Shift an inage to the right by 3 units.
b) Shift the image up by 2 units and down | units.
c) Move the image down 2/3 units and left 4 unils.

5) Isasimuitaneous shearing the same as the shearing in one dircction followed by a
shearing in another direclion? Why?

1.3 COMPOSITE TRANSFORMATIONS

We can build complex translormations such as rotation aboud an arbitrary pnint,
mirror reflection aboul a line, elc., by multiplying the basic matrix transformations..
This process is callad concarenaiion of mairices and the resulling matrix is ofien
relerred o as the compaosite transformation nrtrix, In composile translormation, o
previous lransformation is pre-multiplied with the next one.



2-D and 3-D

In other words we can say that a sequence of the transformation matrices can be Traosformations

concatenated into a single matrix. This is an effective procedure asjt reduces because
instead of applying initial coordinate position of an object lo each transformation
matrix, we can obtain the final transformed position of an object by applying
composite matrix to the initial coordinate position of an object. In other words we can
say that a sequence of transformation matrix can be concatenated matrix into a single
marrix. This is an effective procedure as it reduces compultation because instead of
applying initial coordinate position of an object to each transformation matrix, we can
obtain the final transformed posilion of an object by applying composite matrix to the
initial coordinate position of an object.

1.3.1 Rotation about a Point

Given a 2-D point P(x,y), which we want to rotate, with respect to an arbitrary point
A(h.k). Let P’(x’y’) be the result of anticlockwise rotation of point P by angle 6 about
A, which is shown in Figure 6.

Ath, k) ¥
O >
Figure 6

Since, the rotation matrix Ry is defined only with respect to the origin, we need a set
of basic transformations, which constitutes the compaosite transformation to compute
the rotation about a given arbitrary point A, denoted by Rg 4. We can determine the
transformation Ry 4 in three steps:

1) Translate the point A(h,k) to the origin O, so that the center of rotation A is at the
origin.

2) Perform the required rotation of 8 degrees about the origin, and

3) Translate the origin back to the original position A(h,k).

Using v=hI+kJ as the translation vector, we have the following sequence of three
transformations:

Rea=T.-Re. T
~
1 00 cosO sinb O 1 00
= ¢ 10 —5inB cosB 0 0 10
\-h - k 1 0 h k
("cos® sind 0
=| —sin@ cosB 0 ———{(23)
(1— cos0).h+k.sin® (1-cosB).k — h.sind 1

Example 5: Perform a 45° rotation of a triangle A (0,0), B (1,1), C (5,2) about an
arbitrary point P(—1, -1).

Solution: Given triangle ABC, as show in Figure (a), can be represented in
homogencous coordinates of vertices as:

HF Raie-=i-irl
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Afx pyl 001
[4BC]=8|x) py1 |=|111
Cx3y31 52]

¥rom equation (23), a rolation matrix Rg, A about a given arbitrary point A (h, k) is:

Cos@ Sing 0
R ,A= —Sin@ Cos@ 0
(1-Cos0).h+k.Sing (I -Cos@).k—h.Sinf 1

V272 2020
Thus R A=|-2/2 212 0

- -1 (2=

So the new coordinates [4' B'C'] of the rotated triangle [ABC] can be found as:

001 V272 272 0
[48C]={ABC]. Ry , = {111 -J2/2 {272 0] =

521 SN N
£ o1 ({Z-1) o

Bl -1 221 1

o |EN L 1
(zﬁ 'J LE"E"}
Thus, A'=(- I, ¥2 -1), B'={-1, 2J§—1), and C' =8J§—1,§J§-1). The

following figure {a) and (b) shows a given triangle, before and afier the rotation.

Ci5.2)

1 03 4 5 6
Figure (u) Tigure {b)

i-3.2 Reflzetion aiout a Line

Refleetion ix o trunsformation which generales the mirror T of an object. A
discussed in the previous block, the mirror reflection helps in echicving 8-way
stnmetry for the circle 1o sisaplily the scan conveision provess. For reflection we
necd 10 Voow the relorznee axis or refeeence piane dopeading on whether the ebjec: -
2-Lyor 3-13.

Eatl
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. Transformations
Let the line L be represented by y=mx+<¢, where ‘m’ is the slope with respect to the x

axis, and ‘c’ is the intercept on y-axis, as shown in Figure 7. Let P’(x",y’) be the
mirror reflection about the tine 1. of point P(x,y).

Y=mx+c

.//
{0.C) ~
/ J’ - - L
o |- 8 >
— =
el X
Figure 7

The transformation abow mirrer reflection zbout this line L consists of the following
basic ransformations:

[} Translate the intersection point A{0,c) to the origin. this shifts the line L to L.
2) Rortate the shifted Line I.° by -0 degrees so that the line 1.7 aligns with the x-axis.
3} Mirror reflection aboul x-axis.

4} Rotale the x-axis back by & depraes

5} Translate the ortgin back to the intercept point (0.c}.

In transformation notation, we have
M= T .R-g.Mx.Rs T, .  where v=0Il+tc]

1 0 0) [{cos0 —sind 0] 1 0 0) (cos¢ sine 0)(1 0 0
M=|10 | 0 $ind  cos@ O v -l © -5 cos® 0 01 0
0 -c 0 0 120 01 0o 0o 12\0 ¢ |

cos’0 - sin'®  2.cos8.sin0 0
=] 2.sinB.cost sin"B — cos @ ¢ —(24)
—2.c.sinfB.cos0 — c.(sin"D ~cos’B)+c 1 _)

Lel tan®=m, the slandard trigonomeiry yields sinB=m/~(m"+ 1) and cos0= IA(m).

Substituting these values for sind and cos® in the equation (24), we have:

M= | (l- m"')r‘ (mE 11) 2mAm™+1) ¢
2m/(m’® +1) (M =1)m>+1} 0 reeee{25)
c?cmf(ml +i)  2eimei D) y

Special cases

i) Il we put ¢ = 0 and m=tan0=0 in the equation (25) then we have the reflection
about the ling y = 0 1.2, about x-axis. ln matrix form:

(1 0 ©

e S ¥ e (260)
k{} ] L)
2) if ¢ = 0 and m=tan0-oz then we have e reliecian anout the line x=0 Le, abaur
v-ax18. [n mairix iorm:
~1 0 ow
My=y 0 | 0] cm (2T
0 0 1]

23
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4} To get the mirror reflection about the line y = x, we have to put m=1 and ¢=0.

In matrix form:
0 1 0 .
Mo=[1 0 0| = —(28)
0 1

5) Similarly, to get the mirror reflection about the line y =—x, we have to put m= -1
and ¢ = 0. In matrix form:

0 -1 0
Mpe=f{-1 0 0 eer—-—(29)
0 0

6) The mirror reflection about the Origin (i.e., an axis perpendicular to the xy plane
and passing through the origin).

-1 0
Meg= 0 -1 0 —-(30)
0 1
¥

Flgure 7(a)

Example 6: Show that two successive reflections about either of the coordinate axes
is equivalent to a single rotation about the coordinate origin.

Solution: Let (x, y) be any object point, as shown in Figure fa). Two successive
reflection of P, either of the coordinate axes, i.e., Reflection about x-axis followed by
reflection about y-axis or vice-versa can be reprosecuted as:

Y T T -y T Y () ()
A D
Pl y)
Y T3 ) T Ty ) | .
Figure (a)

The effect of (1) and (2} can also be illustrated by the following Figure (&) and
Figure {c} E

Reflection about x-axis

£

E" <—C_§ Reflection about y-axis
Figure ()

e — -



? Reflection about y-axis,

E' E

c B' B

Figure (¢)

Reflection about x-axis
From equation (i) and (i1}, we can write:
-10
® ) T Px-y) = (%) [ 0 —1) (iii)
Equation (3) is the required reflection about the erigin. Hence, two successive
reflections about either of the coordinate axes is just equivalent to a single rotation
about the coordinate origin.

Example 7: Find the transforation matrix for the refleclion about the line y = X.

Solution: The transformation for mirror reflection about the line y = x, consists of the
following three basic transformations.

Figure (a)

1) Rotate the line L through 45° in clockwise rolation,
2) Perlorm the required Reflection about the x-axis.
3) Rotate back the line L by — 45°

e,

M|_= R \..M,_. R

15 ~a5"
[Cosd5® —Sin45° o'i 10 0] | Cosds +mds"q)
= | Sin45° Cosd45° 0 0-10 —S5ind3" Cosds® 0

0 0 1y |00 0 0 1

2-D and 3-D
Transformalions

25
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[Cos45°  Sinds5° 0 Cos45°  Sin45° 0
=|[8in45° -Cos545°0 -Sin45° Cos45° 0
0 0 1 0 0 1
[Cos90  Sin90 0 100
=|8in90 -Cos900| = {00 0| =M,=x
0 0 1 001

Example 8 : Reflect the diamond-shaped polygon whose vertices are A(~1,0),

B(0, -2),C(1,0) and D(0,2) about (a) the horizontal line
and (c) the line y=x+2.

y=2, (b) the vertical line x=2,

Solution: We can represent the given polygon by the homogeneous coordinate matrix

as
-1 0 1
V=[ABCD]=| 0 -2 |
Lo 1
0 2 |

(=]

a) The horizontal line y=2 has an intercept (0,2) on y axis and makes an angle of 0
degree with ihe x axis. So m=0 and c=2. Thus, the reflection matrix

M =T...R-«.M,.Rg T, where v=0[+2J

as:
[A’B’C’D'J=[ABCD]. M,

-1 0 1 1 0 -1
=[ 0-=2 1 .]0O-I =10
1 01 0 4 1
0 2 0

Thus, A’=(-1,4), B’=(0,6), C’=(1,4) and D'=(0,2).

I 0 0 :
-l 0-1 o |
0 4 1 ;

So the new coordinates A’B’C’D’ of the reflected polygon ABCD can be found

b) The vertical line x=2 has no intercept on y-axis and makes an angle of 90 degree
with the x-axis. So m=tan90%= and c=0. Thus, the reflection matrix

- 0 0
= 01 0
4 0 |

M =T R-o.M,.RpT.,, where v=2]

as:
[A’B’C’D’}=[ABCD]. M,

I -1 0 0 3
L].{0 L 0] =]4
I 4 0 3
| 4

Thus, A*=(5,0), B’=(4,-2), C'=(3,0) and D’=(4,2)

-1
0—
1
0

IR S =]

So the new coordinates A’B’C’D’ of the reflected polygon ABCD can be found



¢) The line y=x+2 has an intercept (0,2) on y-axis and makes an angle of 45° with
the x-axis. So m=tan45°=1 and c=2. Thus, the reflection matrix
0
ML= l

b -
—_— O

-2

The required coordinates A’,B’, C’, and D’ can be found as:
[A’B'C’D']=[ABCD]. M,

-1 0 1 2 11
0 10
o -2 1 -4 2 1
1 0 0y =
T ¢ i -2 31
-2 21
0 2 1 0 2 |

Thus, A°=(-2,1), B’=(—4,2), C’=(-2,3) and D'=(0,2)

The effect of the reflected polygon, which is shown in Figure (a}, about the line y=2,
x=2. and y=x+2 15 shown in Figure (b} - (d), respectively.

— B‘
0 A T C
£ \c L4
- ‘\_ / - —
Figure (g} Figurz (b)

Figure {c) Figure (d)

1.4 HOMOGENEQUS COORDINATE SYSTEMS

Let P(x,y) be any point in 2-D Euclidean (Cartesian) system.

In Homogeneous Coordinate systen1, we aad a third coordinate to a point. Instead of
(x.y), each point is represented by a triple {x,y,H) such that H#0; with the condition
that (x1,y1 . HD=(x2,y2,H2) « x1/H1 =x2/H2 ; y1/H] = y2/H2.

(Here, if we take H=0, then we have point at infinity, i.e., generation of horizons).

2-D and 3-D
Transformations



Transformatlons

‘Thus, (2 3,6) and (4,6,12) are the same points are represented by different coordinate
triples, i.e., each point has many different Homogeneous Coordinate representation.

2-D Euclidian System Homogeneous Coordinate System

Any point (x,y)————» (x,y,1)

If (x,y,H) be any point in HCS(such that H£0);
Ther (x,y,H)y=(x/H,y/H,1)

(H,y/H ) g— - {(x.y,H)

Now, we are in the position to construct the matrix form for the translation with the
use of homogeneous coordinates.

For translation transformation (x,y)—> (x+tx,y+ty) in Euclidian system, where tx and ty
are the translation factor in x and y direction, respectively. Unfortunately, this way of
describing translation does not use a matrix, so it cannot be combined with other
transformations by simple matrix multiplication. Such a combination would be
desirable; for example, we have seen that rotation about an arbitrary point can be done
by a'translation, a rotation, and another trapslation. We would like 10 be able to
combine these three transformations into a single transformation for the sake of
efficiency and elegance. One way of doing this is to use homogeneous coordinates. In
homogeneous coordinates we use 3x3 matrices instead of 2x2, introducing an
additional dummy coordinate H. Instead of (x,y), each point is represented by a triple
(x,y,H) such that H#0; In two dimensions the value of H is usually kept at 1 for
simplicity.

Thus, in HCS (x,y,1) — (x+b,y+ty,1), now, we can express this in matrix form as:

1 0 O
&y FExy, )0 1 0
ot 1

The advantage of introducing the matrix form of translation is that it simplifies the
operations on complex objects, 1.¢., we can now build complex transformations by
multiplying the basic matrix transformations.

In other words,.we can say, that a sequence of transformation ma}rices can be
concatenated into a single matrix. This is an effective procedure as it reduces the
computation because instead of applying initial coordinate position of an object to
each transformation matrix, we can obtain the final transformed position of an object
by applying composite matrix to the initial coordinate position of an object. Matrix
representation is standard method of implementing transformations in computer
graphics.

Thus, from the point of view of matrix multiplication, with the matrix of translation,
the other basic transformations such as scaling; rmatuoni reflection, elc., can also be
expressed as 3X3 homogenecous coordinate matrices. This can be accomp]lshud by

* augmenting the 2x2 matrices with a third row (0,0,x) and a third column. That is

0 a b 0
0 cd(i)J
| 0 ¢

T ST



Example 9: Show that the order in which transformations are performed is important
by applying the transformation of the triangle ABC by:

(i) Rotating by 45° about the origin and then translating in the direction or the veclor
(1,0), and '

(ii) Translating first in the direction of the vector (1,0), and then rotating by 45° about
the origin, where A=(1,0) B=(0,1)and C=(1, 1).

Solution: We can represent the given triangle, as shown in Figure (a), in terms of
Homogeneous coordinates as: A

EOI avcu.n
[aBC]= [0 11 >

111 A

Figure (a)

Supposc the rotation is made in the counter clockwise direction. Then, the
transformation matrix for rotation, R in terms of homogeneous coordinate systern

4s5°?
is given by:
Cos45°  §inds° 0 1/42 1742 0
R,.=|-Sin45° Cosd5°0) = [-1/4/2 1/42 0
0 0 1 0 0 1

and the Trauslation malrix, T, where V = 11 +0] is:

_[1o0] (oo
T,={0 1 0|=1010
1, 1| {100

where t, and t, is the translation factors in the x and y directions respectively.

i} Now the rotation followed by translation can be computed as:
112 12 0 100 N2 120
R..T.= |-1/d2 1142 0 010]| =|-1742 17142 0

FE
0 0 1 101 \ 0 1

So the new coordinales A’ B'C'of a given triangle ABC can be found as:
[aA'B'C]=]ABC].R . .T,

4%

iol] [142 14z (/v2+1) 142 1
=lo11 —UAN2 12 0] = (—uﬁu) 142 1 (D)

Pl 1 0 1 ! 2o
implies that the given triangle A(1,0), B (0, 1) C (1, 1) be transformed into

Al (% +, "J%) B’ [Zﬁl +1, %J

Figure (b).

and C’ (l, ﬁ) respectively, as shown in

2-D and J-D
Transformalions
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4 .
B'A A’

Figure (b)

Simtilarly, we can obtain the translation followed by rotation transformation as:

100} f /42 1742 0 1742 1442 0
o10)l-1/42 12 0] = |-1/¥2 U2 0

T,.R
' 101 0 0 1 /42 1471

£5

And hence, the new coordinates A'B'C’can be computed as:
[a'B'c] = [aBClT, R,

101] [ V2 w2 0] [2/42 21428
= {or11].|-1v2 udzol=| 0 2/421 (in

L] | w42 w2 1] (2 3421
Thus, in this case, the given triangle A(1,0), B(0, 1) and C(1,1) are trafisformed into
A"(2!J2_,2z"«5), B'(O,ZI'JE) and C'[—I ], respectively, as shown in

3
N2 2
/X

Figure (c).

B!?I A)!

Figure {c)

By (1) and (I1), we see that ihe iwo transformations do rot commute.

=5 Check Your Progress 3

13 Show that transformation mairix (28), for the reflection about the line y=x, is
equivalent te ihe reflection relative to the x-axis followed by a counterclockwise
rotation of 90°.

Rkl B
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2) Give asingle 3x3 homogeneous coordinate transformation matrix, which will Transformations

have the same effect as each of the following transformation sequences.

a) Scale the image 10 be twice as large aund then translate it 1 unit to the left.

b) Scale the x direction to be one-half as large and then rotate counterclockwise
by 90° about the origin.

c) Rotate counterclockwise about the origin by 90° and then scale the x direction
to be onc-half as large.

d) Translaic down % unit. right % unit, and then rotate counterclockwise by 45°.

3) Obtain the wansformation matrix for mirror reflection with respect to the line
y=ax, where ‘a’ is a constant.

4} Obtain the mirror reflection of the triangle formed by the vertices A(0,3),B(2,0)
and C(3,2} about the line passing through the points (1,3) and (-1, -1).

1.5 3-D TRANSFORMATIONS

The abiliny 1o represent or display a three-dimensional object is fundamental to the
understanding of the shape of that object. Furthermore, the ability to rotate, transiate,
and project views of that object is also, in many cases, fundamental to the
understanding of its shape. Manipulation, viewing, and construction of three-
dimensional graphic imagas require the use of three-dimensional geomerric and
coordinate transformarions. In geomelric transformation, the coordinate system is
fixed, and the desired transformation of the object is done with respect to the
coordinate system. In coordinate transformation, the object s fixed and the desired
transformation of the abject is done on the coordinate system itself. These
transformations are formed by composing the basic transformations of translatiou,
scaling, and rolation. Each of these transfarmations can be represented as a matrix
transformation. This permits more camplex transformations to be built up by use of
matrix mulliplication or concalenation. We can construct Lthe complex
objects/pictures, by instant transformations. In order to represent all these
iransformations, we need to use homogeneous coardinates.

Hence, if P(x,v,z) be any point in 3-D space, then in HCS, we add a fourth-coordinate
1o a point. That is instead of (x,y,z). each point can be represented by a Quadruple
(x,y,z.H) such that H£0; with the condition that x1/H1=x2/H2; y1/H]1=y2/H2,
21/H1=22/H2, For (wo points {x), ¥1, 21, H1} = (X3, ¥2, 23, Ha} where H = 0, H, = 0.
Thus any point {x,y,z) in Cartesian system can be represented by a four-dimensional
vector as (x,y,z.1) in HCS. Simitarly, il (x,y,z) be any point in HCS then
(x/H,y/H.z/H} be e ceiresponding point in Cartesiai: system. Thus, a peint in three-
dimensional spuce (X.y.z} can be represented by a four-dimensional pointas:
('’ 2 V=i v z 1) [T where [ T] is some transfermation matrix and (x',y'z 1) is 2
new coordinate of 2 given point (x,¥,2,1). after the ransformation.

R S
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The gencralized 4x4 wransformation matrix for three-dimensional homogeneous
coordinates is:

(T]=

—_ B
o =m0
Mo X OE

a.-_ra-c‘

(1x3 (1x1

The upper left (3x3) sub matrix produces scaling, shearing, rotation and reflection

transformation. The lower left (1x3) sub matrix produces franslation, and the upper
right (3x 1) sub matrix produces a perspective transformation, which we will study in "
the next unit. The final lower right-hand (1x1) sub matrix produces overall scaling. '

1.5.1 Transformation for 3-D Translation

Let P be the point object with the coordinate (x,y.2). We wish to translate this object
point to the new position say, P’(x',y’,z') by the translation Vector V=, 4, 04K,
where t,, 1, and t. are the translation factor in the %, y, and z directions respectively, as
shown in Figure 8. That is, a point {x,y,z) is moved to (x+ t,,y+ t,,z+ ;). Thus the new
coordinates of a point can be written as:

X'=x+1
Y=y =Ty weeee(32)
2'=z+ |
A :
z ;
(x+tLy iy, z+12)
. P‘ (x.r )"; Z‘) f
v
v i:
T P2 |[
X Figure 8
In terms of homogeneous coordinates, equation {(32) can be written as
1 0 00
(x,y.z,=xyzl) [0 1 ¢ 0 (33}
0o ¢ 10
b &
i.e., P'h': Ph.T.,- _______ (34)

1.5.2 Transformation for 3-D Rotation

Rofation in three dimensions is considerably more complex then rotation in two
dimensions. In 2-D, a rotation is prescribed by an angle of rotaiion 0 and a centre of

rotation. say P

However. in 3-D rotations. we need ta mention the angle of rotation and the axis of
rotation. Since, we have now three axes, so the rotation can take place about any one
of these axes. Thus. we have rotation about x-axis, y-axis, and z-axis respectively.



Rotation about z-axis

Rolation about z-axis is defined by the xy-plane. Let a 3-D point P(x,y.z) b‘e rotated to
P'(x’,y’,2") with angle of rotation 8 see Figure 9. Since both P and P* lies on xy-plane
i.e., z=0 plane their z components remains the same, that is z=z'=

From figure (10),

In matrix form,

cosd

(x’yhz )y )] —sind

That is, P’y = P,.{Rz]s

[ x.ry:{ z")

Thus, P’(x’y",0) be the result of rotation of point P(x,y,0) making a positive
(anticlockwise) angle § with respect to z=0 plane, as shown in Figure /0.

P(x,y,0) = P(r.cosd,r.sing,0)
P*(x",y"0)=P(r.cos(¢+8).rsin(¢-+0),0]

The coordinates of P’ are:

x"=r.cos(0+¢)=r(cosfcosd — sinBsing)
=x;cosB — y.sinf

y'=rsin(B+d)=r(sinfcosd + cosO.sin)
=xsinf+ycosh

x'= x.cos0 — y.sind
y'= xsing + ycos0

s5ing 0
Yy, 2 x,y,2) [—sin@ cosd@ O

0

In terms of HCS, equalion {(36) becomes

cosQ sin@
cosly O

0 0
0 0

(where x=rcos4 and y=rsing)

e B b e

2-D and }-D
Transformations
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'I'ransformations

Rotations about x-axis and y-axis

Rotation about the x-axis can be obtained by cyclic interchange of x>y2>z>xin
equation (35) of the z-axis rotation i.e.,

X'= x.cos8-y.sind
[Rz]p=! ¥’= xsinB+ycosO
z'=z

Afer cyclic interchange of x2y2>z2x

y'= y.cos0-zsin@r
[Rxlex 2z'=y.sinB+zcosB (39
X=X

So, the corresponding transformation matrix in homogencous coordinates becomes

l 0 0 0
(x'y.z ,D)=(x,y.z1)| 0 cos® sind O
0 —-sing cosb 0O
0 ] 0 1

That is, P’ = P,.[RX]s --——(40}

Similarly, the rotation about y-axis can be obtained by cyclic interchange of
x=>y—>z)x in equation (39) of the x-axis rotation [Rx]o i.e.,

¥'= y.cos0-zsind

[Rx}y 2 2’= y.sinB+z.cosh
X=x

After cyclic interchange of xDy=2>zoX

2’= z.cosfl-x.5in0
[R,Jp=! x'=zsind+xcos® e (41)
Y=y

So. the corresponding (ransformation matrix in homogeneous coordinates becomes

cosB 0 ~sinb O
'y 2z, =(xy,z1}| 0 1 0 0
sing 0 cos@ O
0 0 0 ]
Thatis, »=P. IR, = (42)

1.53.3 Transformation for 3-D Scaiing

Ax we have secn earlier, the scaling process is mainly used (o change the size of an
object. The scale factors determine whather the sealing is a magnificaticn. s>1, or a

»

-
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reduction, $<1. Two-dimensional scaling, as in eguation (8}, can be cusily extended 10 TeansT .
- ormaftogns

scaling in 3-D case by including the z-dimension.

Far any point (X,y,z), we move into (X.5,.y.54,2.5,), where sy, §y, and s, are the scaling
factors in the x,y, and z-directions respectively.

Thus. scaling with respect to origin is given by:
x'=x.5,
Ssesps. =Y Y=Y e (43)
Z'=zs,;
In matrix form,
s, 0 0 i
(X 'y‘1z')=(x,}’,z) 0 5y 0 _,_______(44)
0 0 s
in terms of HCS, equation (44} becomes
0
(v, 2, )= (xy,al) 0

oo oWy
ood o
—_o 0o

3z
0
Thatis, P’=P. Ss.,8,,8.  -ee——e (45)
1.5.4 Transformation for 3-D Shearing

Two-dimensional xy- shearing transformation, as defined in equation (19), can also be
easily extended to 3-D case. Each coordinate is translated as a funcijon of ;
displacemenis of the other two coordinates. That is, :

X'=x+aytb.z

y'=ytcx+d.z ~—-----(46)
zh=ztex Fly

Sh

Y7

where a.b.c.d,e and fare the shearing factors in the respective directions.

I terms of 11CS, eguation (46) becomes

ey
1 ¢ ¢ 0
Xy )=xyzl}| a 1 £ 0
b d 1l 0
0 0 0 |
Thatis, Py=PpShye 0 e (47)

Note that the off-diagonal terms in the upper left 3x3 sub matrix of the generalized
x4 ransformation matris iequation (31) produce shear in three dimensions.

1.5.5 Transfermation for 3-D Reflec’ion
For 30 retlections. we need 1o know the reference planc, f.a., a plane about which the

reflection is to be taken. Nole that for each reference plane. the points lying on the
plane witl remain the same after the reflection.

[
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Mirror reflection about xy-plane

Let P(x,y,z) be the object point, whose mirror reflection is to be obtained about xy-

" plane(or 2=0 plane). For the mirror reflection of P about xy-plane, only there is a

change in the sign of z-coordinate, as shown in Figure (11). That is,

Z
COX'™=X
My = = e 48
Y izz (48) Ps.y.2)
In matrix form, > Y
/ ; Z=0 plane
x
X
PL by,
»
Figure 11
1 0 0
1 0 ----(49)

'y xyz) | 0
0

In terms of HCS (Fiomopenous coordinate systems), equation (49) becomes

1 0 0 O
®y,z2,D)=xyzl) 0 1 0 0
0 0 -1 0
0 0 0 1
That is, P’=P.M,, —-(50)

Simitarly, the mirror reflection about yz plane shown in Figure /2 can be represented
as:

X=X
Mp.=3 y=y , -----(51}
21 =7 Z A
Pi-x, y.z 7
/ —
7 . Ty
Pz, ¥, 2}
X Figure 12

In maiix form,

-1 0 0
xXyz)=xyt 001 0 e (52)
0 0

-1
y' 2 D=yl 0
0

SO o O

0
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That is, P’=P. M, ; -a-{53)

and similarly, the reflection about xz plane, shown in Figure 13, can be prcsf:nted as:
x'=x

M= {y=-y (54) -
z'=z

In matrix form,

z
i 0 0O
Xy 2=y | 0 -1 0 e (C) I )
¢ 0 1
In terms of HCS, equation (55) becomes v
1 0 0 0
'y, Exy,nl)| 0 -1 0 0 ,
(x'y Fxy,z1) o 0 1 0 % Figure 13
0 0 0 1 .
Thatis, P=P.M,,  —==- (56)

1.6 SUMMARY

In this unit, the following things have been discussed in detail:

¢ Various geometric transformations such as translation, rotation, reflection, scaling
and shearing,

» Translation, Rotation and Reflection transformations are used to manipulate the
given object, whergas Scaling and Shearing transformation changes their sizes.

« Translation is the process of changing the position (not the shape/size) of an
object w.r.t. the origin of the coordinate axes. -

» In 2-D rotation, an cbject is rotated by an angle 8. There are Two cases of 2-D
rotation: case - rotation about the origin and case2- ratation about an arbitrary
point. So, in 2-D, a rotation is prescribed by an angle of rotation 0 and a centre of
rotation, say P. However, in 3-D rotations, we need to mention the angle of
rolation and the axis of rotation.

« Scaling process is mainly used to change the shape/size of an object. The scale
factors determine whether the scaling is a magnification, s>1, ora reduction, s<I

e Shearing transformation is a special case of translation. The effect of this
transformation looks like “pushing” a geometric object in a direclion that is
parallel to a coordinate plane (3D) ora coordinate axis (2D). How far a direction
is pushed is determined by its shearing factor.

« Reflection is a transformation which generates the mirror image of an object. For
reflection we need to know the reference axis or reference plane depending on
whether the object is 2-D or 3-D.

«  Composile transformation involves more than one transformalion concatenaled
into a single matrix. This process is also called concatenation of matrices. Any
rransformation made ahout an arbitrary point makes use of composite
transformation such as Rotation aboul an arbilrary poiut, reflection about an
arbitrary line, eic,

» The use of homogencous coordinate system to represent the translation
transformation in matrix form, extends our N-coordinate system with (N+1) . .
coordinate system. :



Transformations

o The transformations such as translation, rotation, reflection, scaling and shearing
can be extended to 3D cases, :

1.7 SOLUTIONS/ANSWERS

-Check Your Progress 1

1) Matrix representalion are standard method of implementing transformations in
computer graphics. But unforiunately, we are not able to represent all the
transformations in a (2 x 2) matrix form; such as translation. By using
Homogeneous coordinates system (HCS), we can represent all the transformations
in matrix form. For translation of point (X, y) = (x +t,, ¥ + 1), it is not possible to
represent this tansformation in matrix form. But, now in HCS;

10
(x,y, ={xy1) |0 !

t,t,

The advantage of introducing the matrix form for translation is that we can now
build a complex transformation by multiplying the basic matrix transformation.
This is an effective procedure as il reduces the compulations.

0
0
]

2) The translation factor, t, and t, can be obtained {rom new old coordinates of vertex
C.

=6 -1 =5
t=7 -1 =6
The new coordinates [A' B'C'D']=[ABCD]. T,
Alxy v | 001 l 561
B [x; vy 1| |01l 0 s 7t
Cx) vy ) 111 e 71
RS 56 I

D'{x; y, 1 101 6 6 1

Thus A*=(5,6),B'=(5,7),C"= (6, T)and D" = (6, 6}

3) The new coordinate P’ of a point P, afler the Rotation of 45° is:

P'= PR
Cos45°  Sind5° 0 /42 1742 0
(x', y',1) ={x, y,1) | -Sind5° Cos45° 0| = (x,y,1) [~1/¥/2 1/42 0
0 0 1 0 0 1

[ 1 ~
= [T’ (x - y), E(Hy' 1)}— (0,5" V2, ')

Naw, this point Pis again translated by t, — 5 and t, = 6. So (he final coordinzte
P of a given point P, can be oblained as:

i oo]
Gy, D={x.y,1) {010
S 61

Echl SRR LI
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100
= (0,6:\!5,1). 010 =[5,—\}%+6,1}
561

Thus P (x", y") = (5,—=+6)

%
4 R, = (C"se Si“g) R, 2(‘305(-9) Sin(—ﬂ)J } (C-_ase —SineJ

-Sin@ Cosb -Sin(-8) Cos(0) Sin® Cos8

Cos0 SinB] (Cose —SinBJ_ (1 0

. , = Identity matrix
~8in6 Cosb —-Sind Cosb, 01

Ry-R, = (
Therefore, we can say that R, .R _, arc inverse because R;.R_, =1 So
R_, = R i.c.inverse of a rotation by 8 degree is a rotation in Lhe opposite

direciion.

-

Check Your Progress 2

1) Scaling wransformation is mainiy used to change the size of an object. The scale
faclors determines whether the scaling is a compression, S < 1 or a enlargement,
$ > 1, whereas the effect of shearing is *“pushing™ a geometric abject is a direction
parallel 1n the coordinate axes. Shearing factor determines, how far a direction is

pushed. .

2) s a0 g c 0 45 ac 0O
= ; Sea= and S . py =
* o b 47 1o d * 1o bd

since

a O c O ac 0
S""S"“_(u b]'[o d] {o bd] -

0 3 0
and S¢a. S5 = i . i |- (Cd -(2)
0 d b (0 dab,

from (i} and (2) we can say:
SomSea™ Scu Sap See.vd

3
a} Shift an image lo the right by 3 units

0 ¢ 0
~8=(0 1 0
3 01

1) Shilt the image up by 2 units and gown by 1 units f.e. 8= S, ~ 2 and
8.=5 -1

TTIm= i ra

BESICEE SR
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(Sx+2) O 0 10 0Y{1 0 0
~S=|0 Sy-1) 0]-.s=lo 1 of|l0o 1 0f=
0 0 I 02 1)lo -1 1
1 00
01 0
01 1

¢) Move the image down 2/3 vnils and left 4 unils

| 0 0
8=10 1 0
-4 =2/3 1
Sk 0 cos® sin@
4) Ssasy = and Rg -
9 [0 SJ [— sin® cos BJ

we have to find out condition under which Ss; s,- Ro = Rae. 5, Sy

g R S o cosf sind Se.cos®  §,.sind@ 0
50 . = . = —_
s8R0 g 5y )\-sin® cosB) \-S,.sin@  Sn.cosd

- inB x s0.5: SindS
and Rg. Sgxsy = ( cos9 sin ] [S on[ 0 " y) —(2)

o Sy =S, .Sin cos@.8

—~sin® cosB

In order to satisfy Ssx sy R8 = RO. Sge 5y

Wehave Sy.sin0=sin8.S,= either sin8=0or6=nm, where n is an

integer.

sinB{Sy—-S.)=0 orS,=S8,ie. scaling transform is uniform.

5) No,since  Sh,(a). Shy(b}= [; ‘:] [L ﬂ: [:1 ab?—l) —

bY (1 l+ba b
Sh, (b).Sh, (a)'—{:) J (a ‘:]=( : @ ]] — @)

and Sh,, (a, b) = (l ':J
a

from (1), (2) and (3), we can say that
Shyy (2, b) # Sh, (a) . Shy (b) # Shy (b). Shy (a)

Check Your Progress 3

ol f10
1 M,_, :L U} M. _ILD—l] and

T

Cos90° sin90° | _[0 1
Counter clockwise Rotation of 90% R, =|: So-:, 90° Cm 900} = ‘L | GJ
-Sin s -




2)

.

We have to show that

My=x=M,. R,

) |1 o 01 01
Since M. R . = o —11'1-10 = |0 =M, =x

Hence, a reflection about the line ¥ = x, is equivalent to a reflection relative to the
x-axis followed by a counter clockwise rotation of 90°.

The required single (3 x 3) homogeneous transformation matrix can be oblained

as follows:
: (2 00 1 00 200
a) T=S37.Teaw= |0 20(. [0 10(=[0200
001 -1 01 -101

(442007 | Cos90°  Sin90° ¢
by T=S8 , R_. =] 0 10y —~Sin90" Cos90° 0
L0 01 0 0 1

(37200 [0 10 0 3/20
=l o tot.f-10o0}j=]-1 0 0
(0 01| 001 0 01

[ Cos90° Sin90° gl [3/2 0 0
¢y T= Roo‘ I —8in90" Cos90” 0.} 0 10
RS 0 o I[[{o0 01

0 10 3/200
=|l-100[. 10 10
001 0 01

0 ta
= [3/200
0 01

I 0 0 /42 1/\(':’0
=T - Rg={0 1 0] ~1NZ 1z 0
2772 S 0 0t
P :
142 1442
1442 1142 0
W2 0 1

Transformations

4|
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3) Let OP be given line L, which makes an angle & with respect o

The transformation matrix for reflection about an arbitrary line y =mx + c is
(see equation 25).

mt el ¥l

2 v |
M, = im mz ] 0 | where m=tan@ :
mo+l mm o+ 1I

—-2cm -2C

m® +1 m? +1

For line y = ax; m = tanf = a and intercept on y-axis is 0 i.e. ¢ = 0. Thus,
iransformation matrix for reflection about a line y = ax is:

LA e B

1-a* 2a
a’+1 a’ +1 0
2
. -1
M =M_ = ;‘Za az 0| where a=tanO=m
a‘+l a“+1 1
0 0

BB R 2

4) The equation of the line passing through the points {1,3) and (-1, 1) is obtained
as: .
y=2x+1

Figure (a)

1£8 is the angle made by the line (1) with the positive x-axis, then

. . 2
tan@ = 2 = Cosf = 17. and Sint —
V2 Is
To obtain the reflection about the line (1), the following sequence of transformalions
can be performed:

1) Translate the intersection floint {0. 1) to the origin. this shift the line L to L'
2) Rotate the shifted line L' by -6° {i.e. clockwizge), so thal the L'atigns with the -
axis.



2-D and 3-D

3) Perform the reflection about x-axis. L
Transformations

4) Apply the inverse of the transformation of step {2).
5) Apply the inverse of the transformation of step (1).
By performing step | — step 5, we get

M, =Ty - Rg Mg .R7.T¢

Lo ol [/ —27950l 1 oo s 24501 [too
“lo 1 ollas 17465 o] Jo-10].|-2/45 15 0| g0 10
0-11 0 o 1| {001 0 o 1| |ot1
~3/4/5 4/5 0
=1 4/5 3/50
—4/5 2/51

So the new coordinates A'B'C' of the reflected triangle ABC can be found as:
[A' B C'}=[ABC]. M,

031] [-3/45 4/50 8/5 11/5 1
=l201|.| 4/5 3/50|=|-2 2 |
321 —4/5 2/5 1 -1 4 1

Thus, A’ = [3;5, ‘—5‘) B =(-2,2)and C'=(1,4), which is shown in Figure (b).

Y
cC AT
/\3-\
B ¥ 2= A
4 .
X
L | L 1 | ] 1 |
| N j — j
-4 -3 =2 -1 1 2 3 4

Figure (b)
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2.0 INTRODUCTION

In unit 1, we have discussed the geometric transformations such as Translalion,
Rotation, Reflection, Scaling and Shearing. Translation, Rolation and Reflection
transformations are used to manipulate the given object, whereas Scaling and
Shearing transformations are used to modify the shape of an object, either in 2-D or in
3-Dimensional.

A transformation which maps 3-D objects onto 2-D screen, we are going to call it
Projections. We have two types of Projections namely, Perspective projection and
Parallel projection. This categorisation is based on the fact whether rays coming from
the object converge at the centre of projection or not, If, the rays coming from the
object converge at the centre of projection, then this projection is known as
Perspective projection, otherwise it is Parallel projection. In the case of parallel
projection the rays from an object converge at infinity, unlike perspective projection
where the rays from an object converge at a finite distance (called COP).

Parallel projection is further categorised inlo Orthographic and Oblique projection.
Parallel projection can be categorized according to the angle that the direction of
projection makes with the projection plane If the direction of projection of rays is
perpendicular 1o the projection plane then this parallel projection is known as

. Orthographic projection and if the direction of projection of rays is not perpendicular
to the projection plane then this parallel projection is known as Obligue projection.
The orthographic (perpendicular) projection shows only the front face of the given
object, which includes only two dimensions: length and width. The oblique projection,
on the other hand, shows the front surface and the top surface, which includes three
dimensions: length, width, and height. Therefore, an oblique prajection is one way to
show ail three dimensions of an object in a single view.

Isometric projection is the most frequently used type of axonometric projection,
which is a method vused to show an object in all three dimensions (length. width, and
leight) in a single view. Axonometric projection is o form of orthographic projection
in which the projectors are always perpendicular to (he plane of projection.

ST st e



Viewing

2.1 OBJECTIVES ' Transformations

Aftzr poing through this unit, you should be able to:

» define the projection:

s categorize various {ypes of Perspective and Parallel projections;

* devclop the general transformation matrix for parallel projeclion;

*  describe and develop the transformation for Orthographic and oblique parallel
projections;

s develop the transformations for multiview (front, right, top, rear, left and bottom
view) projeclions;

¢ define the foreshortening factor and categorize the oblique projection on the basis
f foreshortening factors;

o derive the transformations for general perspective projection;

= describe and derive the projection matrix for single-point, two-point and three-
point perspective transformations, and

¢ identify the vanishing points.

2.2 PROJECTIONS

Given a 3-D object in a space, Projection can be defined as a mapping of 3-D object
onto 2-D viewing screen. Here, 2-D screen is known as Plane of projection or view
plane, which constitutes the display surface. The mapping is determined by projection
rays called the projectors. Geometric projections of objects are formed by the .
intersection of lines (calted projectors) with a plane called plane of projection /v¥iew
plane. Projectors are lines from an arbitrary point, called the centre of projection
(COPY), through each point in an object. Figure / shows a mapping of point P(x,y,z)
onto its image P'(x’,y’,2’) in the view plane.

Ny P(x, ¥, 2)

Projector

V
*

Figure |

If, the COP (Center of projection} is located at finite point in the three-space, the
result is a perspective projection. I the COP is located 2t infinity, all the projectors are
parailel and the resuil is a parallel projection. Figure 2¢a)-(b} shows the difference
between parallel and perspective projections. In Figure 2fa). ABCD is projected to
A’B’C’D’ on the plane of projection and O is 2 COP. In the case of parallel
projcction the rays from an object colverges al inlinity, (he rays fram the abject
bacame paralle! und will linve a direction called “dire-tion of projection™.

45
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Figure 2(b): Parallel projection

Taxonomy of Projection

There are various types of projections according to the view that is desired. The
foliowing Figure 3 shows taxonomy of the families of Perspective and Paraflel
Projections. This categorisation is based on whether the rays from the object converge
at COP or not and whether the rays intersect the projection piane perpendicularly or
not. The former condition separates the perspective projection from the paraljel
projection-and the latter condition separates the Orthographic projection from ihe
ORlique projection.

B e e Sl e e R



Yiewing

Projection Transformations
Perspective (Rays from the Parallel (Rays from the z
object converges at the COP) object are paraltel) -

Single-point Two-point Three-point Orthographic (parallel rays intersect ~ Oblique (parallel rays intersect
view plane perpendicularly) view plane not perpendicularly)

v ;
¢ Lo

Multiview (view plane Axonometric (vie plane not

Top  Botlom Front Rear Right-Side Left-Side

parallel to principal axes) paratlel to principal axes) Cavalier Cabinet
oy Y v v v :
Isometric Diametric Trimetric

Figure 3: Taxonomy of projgction

The direction of rays is very important only in the cass of Parallel projection. On the
other hand, for Perspective projection, the rays converging at the COP, they do not
have a fixed dircction i.e., each ray intersects the projection plane with a difTerent
angle. For Perspective projection the direction of viewing is important as this only
determines the occurrence of a vanishing point.

2.2.1 Parallel Projection

Paraltel projection methods are used by engineers to create working drawings of an

object which preserves its true shape. In the case of parallel projection the rays from
an object converge at infinity, unlike the perspective projection where the rays from
an object converse at a finite distance {called COP).

Lf the distance of COP from the projection plane is infinitc then paraliel projection (all
rays parallel} occurs i.e., when the distance of COY frort the projeciion plane is
infinitv, then all rays from the object become parailel and will have a direction called
“direciion of projection”. It is denoted by d=(d1,d2,d3}, waich means d makes
unequaliequal angie with the positive side of the ¥,y axes,

Parallet projection can he calegorised according Lo the angle that the direclion of
projection makes with the projection plane, For example, in Isometric projection, the
direction of projection d=(¢1,d2,d3) makes cqual angle (say a) with all ihe three-
principal axes (see Figure 4). )
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y /\_9 View plane
| d=(d,dr dy)

x
Fipure 4: Dircction of projection
Rays from the object intersect the plane tefore passing through COP. In parallel

projection, image points are found as the intersection of view plane with a projector
(rays) drawn from the object point and having a fixed direction.(see Figure 3).

A Direction of projection

Pi{xp.2)

P2

Py

| 2%

Figure 5: Paralie! projection

Parallel rays from the object inay be perpendicular or may not be perpendicular to the

-projection plane, If the direction of projection d={d1,d2,d3) of the rays is

perpendicular to the projection plane (or d has the same direction as the view plane
normal N), we have Orthographic projection otherwise Oblique projeciion.

Orthographic projection is [uriher divided into Multiview projection and axoromeiric
projection, depending on whether the direction of projection of rays is parallel to any
of the principal axes or not. If the direction of projection is parallel to any of the
principal axes then this produces the front, top and side vicws of a given object, also
referred to as multiview drawing (sce Figure 8).

Axonometric projections are orthographic projection in which the direction of
projection is not parallel to any of the 3 principle axes. Ubligue projceclions are non-
orthoaraphic parallel prajections i.e., if the diceclion of projection d=(d1,d2,d3) is nol
perpendicular io the projection piane then the parallel projection is cajted an Ohligue
projeciton.
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Transformation for parallcl projection Transforma tions

Parallel projections (also known as Orthographic projection), are projections onto one
of the coordinate planes x =0, y = 0'or z = 0. The standard transformation for parallel
(orthographic) projection onto the xy-plane (i.e. z=0 plane) is:

Poarz=
x'=x
yi=y
z'=0 #
In matrix form:
1 0 00
IEER 2
00 01
Thus, if P(x,y,z) be any object point in space, then projected point P’(x’y’z”) can be
obtained as:
1 ¢ 00
<y D=y, 1) 0100 {2)
_ 0000
. 00 01
P’y =Pu.Pouc - (3)

Examplel: Derive the general transformation of paralle! projection onto the xy-plane
in the direction of projection d=al+bJ+cK.

Solution: The general transforimation of paraliel projection onto the xy-plane in the
direction of projection d=al+bJ+cK, is derived as follows(see Figure a):

Let P(x,y,z) be an object point, projected to P’(x’,y’,2") onto the 2’=0 plane.
From Figure (a) we see that the vectors d and PP* have the same direction.
This means that

PP'=k.d , comparing components, we have:
x'-x=k.a
y'-y=k.b
z'-z=k.c

Since z’=0 on the projection plane, we get k=-z/c.

Thus,
X' =x-1.z/¢c
y'=y-b.z/c A
=0 © 7 | v=al+bj+ck
P(y,2)
0 e >
/ ye

P (xy', 0)
Figure (2} 49
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In terms of homogeneous coordinates, this equation can be writicn as:

1 0 0 0

xy.zD=y.z1) : 00 {4)
~alc —ble O 0
0 0 01

That is, P’y =Py.Ppg, , Where Ppa, is the paralle! projection with the direction of
projection d along the unit vector k. |

Example 2: Derive the general transformation for parallel projection onto a given
view plane, where the direction of projection d=al+bJ+cK is along Lhe normal
N=n,I+n,J+n;K witt the reference point Re(Xe,Y0,Z0)

Solution: The general transformation for paraltel piojection onto the xy-plane in the
direction of projection Figure (L) '

v =a I+ bJ+ ck, denoted by P par, V, N, Ro, consists of the following steps:

1) Translale the view reference point R, of the view plane to the origin, by T-R,

2) Perform an alignment transformation An so that the view normal vector N of the
view points in the direction K of the normal to the xy-plane. The direction of
projection vector V is transformed to new vector YV’ =AnV.

3) Project onto the xy-plane using P par, v’

4) Align k back to N, using An.

5) Translate the origin back to Ro, by Tro

X

h
Z
_/I\ ‘ N = ml +ny) + ok

i p

PI(II’Y"ZD)
"--Fa
/’. - o R-D l(xa' Yo ZO)
-~

.l-" /_
-‘-.
o e

. Y
PII
(y2) Figure (b)
I
So
Poun V, N, Ry =T-Ro Ay~ . Fparv’. AR Tro
(A -nmny -y 0\
(v o 0 N N
-9 1 0 0 g LT T
0 0 1 0o A A
x 3 | —L B, n 0
- v -2 L —
v NN N
Lo 0 01

B e R
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. ( A n, Yo ' Transformaij

{1 0 0 0) ? 0 ﬁ 0 renalions

—a I I 0 0 0

SR U | e S S | PO,

[N A N

—a —b 0 0 1 0

—_— —"‘— 0 ] —ﬂlﬂj_ _!12_ i 0

< AINLOIND N SEECERCE
o 0o o 1)

o o o 1

where A =

n; +n; and A= 0.
After multiplying all the matrices, we have:

d, —an, - bn, -on 0
- d —bn, - 0
P par, V. N, R = a ) O (5)
—an, -bn, dy-eny O
ad, bd, cdo d

Where dy=n x5+ 1, yo + 123 25 and
d| =na+t+ Hgb + e

Note: Alignment transformation, An, refer any book for computer graphic.
2.2.1.1 Orthographic and Obligue Projections

Orthographic projection is the simplest form of‘barallél projection, which is
commonly used for engineering drawings. They aduajly show the “true’ size and
shape of a single plane face of a given object. '

1f the direction of projection d=(d! ,d2,d3)has the direction of view plane normal N (or
d is perpendicular to view plane), the projection is said 1o be orthographic. Otherwise
it is called Oblique projection. The Figure 6 shows the orthographic and oblique
projectioin.

We can sec that the orthographic {perpendicular) projection shows only front surface
of an object, which includes only two dimensions: Iength and width, The obligue
projection, on the other hand, shows the front surface and the top surface, which
includes three dimensions: length, width, and height. Therefore, an oblique
projection is one way to show all three dimensions of an object in a single view

LD Cuy, B
*ADJLETO®Y

“‘\\\-

Figure G: Oriltographic and obligue projection 51
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Orthographic projections are projections onto one of the coordinate planes x=0, y=0or
7=0. The matrix for orthographic projection onto the z=0 plane (i.e. xy-plane) is:

6}

o o - o
o o o o
-0 O o

Note that the z-column (third column) in this matrix is all zeros. That is for
orthographic projection onto the z=0 plane, the z-coordinates of a position vector is
set to zero. Simifarly, we can also obtain the matrices for orthographic projection onto
the x=0 and y=0 planes as:

0000
P=0100 {7)‘
T o010 )
0001
and
1 000
P=0000 @
Y lo 01 0 ¥
00 0 1

For example, consider the object given in Figure 6(a). The orthographic projections of
this object onto the x=0, y=0 and z=0 planes from COP at infinity on the +x-, +y- and
+z-axes are shown in Figure 7 (b){d).

Y
>
x
X . L\
z Figure 7{(n) Figure T(b)
y A Ny
= <
Figure 7{¢) x z Figure 7(d)
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Viewing
A single orthographic projection does not provide sufficient information to visually Transformations
and practically reconstruct the shape of an gbject. Thus multiple ¢rthographic

projections are needed (known as multiview drawing). In all, we have 6 views:

1) Front view

2) Right-side view
3) Top-view

4} Rear view

5) Left-side view
6) Bottom view

The Figure 8 shows all 6 views of a given object.

T S - —T ey O -~

o~

Figure 8: Multiview orihographic projection .

The front, right-side and top views are obtained by projection onto the z=0, x=0 and
y=0 planes from COP at infinity on the +z-, +x-, and +y-axes.

The rear, left-side and bottom view projections are obtained by projection onto the °
z=0, x=0, y=0 planes from COP at infinity on the —z-, -x and —y-axes(see Figure §).
All six views are normally not required to convey the shape of an object. The [ront,
top and right-side views are most {requently used.

The direction of projection of rays is shown by arrows in Figure 9.
Ty

Left-side /’/ rear
__._> ,”
‘_

<—— right-side

S

front

L]

Figure 9: Directian of projection of rays in multiview drawing 53
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The projection matrices for the front, the right-side and top vicws are given by:
Prrom = Ppar=diag(1,1,0,1)
P.—'.sm: Pp,,.,=diag(0,l,l,1)
Pup = Ppary=diag(1,0,1.1)

it is important to note that the other remaining views can be obtained by combinations
of reflection, rotation and translation followed by projection onto the z=0 plane from i
the COP at infinity on the +z-axis. For example: the rear view is obtained by .
reflection through the z=0 plane, followed by projection onto the z=0 plane, T

p::a.r:M:y- Ppnr,z

10 0 01 000 1 000 |
Jo1 o ojjoroo|_Jo100 o :
¢ 0 -1 0[j0o 000 0000 ) i
¢ o o 1Jlooo) 0001 -

Similarly, the left-side view is obtained by rotation about the y-axis by +90°, followed
by projectian onto the z=0 plane. .

Pii=[Ry] o0 -Ppacz

cos90 0 —sin90 0} (1 0 0 O 0 000
Lo 1t 0 0o 00 [0100)
sin90 0 ¢os90 O 0o0 00 1 0 00 :
0 0 0 | 0 0 0 1 g 001

And (lie bottom view is obtained by rotation about the x-axis by -90°, fcHowed by .
prajection onto the z=0 plane.

Pb otam— [R1] QOO-.Ppar.z i

1 0 0
0 cos(-90) sin(-90)
0 -sin(-90) cos(-90)
0 0 0

—

—_ o O O
[ T e R e TR
o B o Y e

0 0
0 0
] 0
0 1

o o o O

1
0
0
0

o o e
o = O

)

Example 3: Show all the six views of a given object shown in following Figure. The
vertices of the object are A(4,0.0), B(4,4,0). C(4,4,8), D(4, 0, 4), E (0,0,0), F(0,4,9),
G(0,4,8), H(0,0.4).

Solution: We can represent the given object in terms of Homogencous-coordinates of

jts vertices as: F
A (4 0 01
B |4 4 01 F B
c |4 4 81 C
. D {4+ 0 4 | G
V=[ABCDEFGH) = :
E |0 0 0 i
. A
F 0 4 01 £ ]
G |0 4 8 | o
H lo 0 41 L/
H D
Figure {c)



(1) If we are viewing from the front, then the new coordinate of a given object can be

found as:

P.'mZ = l:'n- Pl'n:inl

o
.
o
.
-
P
G
o

from matrix, we can see that
AI’ = Dl’, Bf
as shown in Figure d A

( x'l

x"2

\I‘S

- C', E’

1
]
1
1
1
1
]
I

Hf

3y

/

(4

o O b B R

-
[ B o

0 0 1)
4 01
4 8 1 1 00
o 41110 1 0
o0 1l'to 0 0
+81loo0 0
4 8 1
0 4 1

(2) If we are viewing from right-side, then

P’n,x =V. Pright =

o0 w >

[ =R =

E
F
G
H

(4

\0

[ovn TR N < W = B o B S S

o O O RO O

Here, we can see that A” =E', B’=F,C’=G’and D" =H’.
Thus, we can sez only A’B’C’D’ as shown in Figure ¢.

CJ
D' x
Figure d
N A'(0
1 B'[0
11{0 0 0 0y C|0O
1[lo 1 o of DJoO
1'j6 o 1 0| E}0O
ifl{o 0 0 1) F|[O
1 G'|0
1 H\ 0
M y
Cr
=» F4
Figure ¢ D

S A kO O A RO

o0 OO b O o

(4

= = R = R O

H', F' = G’, Thus we can see only C'D'G'H’
Y

[ N e N T e
.

o b b DO O b b O

[T =T o R o I o B o R Y =

Viewing
Transformalions
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Transformations L.
(3) if we are viewing from top, then

Af4 0 01 A4 0 0 I
Bi4 4 01 B'l4 0 0 1
cla 4 8 1|(1 000y Cl4 0 81
P‘=P.P=D4041.000‘0=D'404]
T Fe T plg 9 0 1|0 0 1 O EO 0 01
Flo 4 0 1|0 0 0 1) Fi0 0 01
G|o 4 8 1 G'|0 0 8 1
Hio 0 4 1 wlo 0o 4 1

Here, we can see that A" =B, E' =F’, C=DandG =H
Thus we can see only the square B’F’G’C’ but the Jine H'D? is hidden an shown in

Figure £ A 2
G’ ¢
H! Dr
>
F B!
Figure [

Similarly we can also find out the other side views like, rear left-side and bottom
using equation— 1,2, 3

¥ Check Your Progress 1
1} Define the following terms related with Projections with a suitable diagram:

a) Center of Projection (COP}

b) Plane of projection/ view plane
¢} Projector

_d) Direction of projection

56
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3) In orthographic projection
a) Rays intersect the projection plane.
b) The parallel rays intersect the view plane not perpendicularly.
¢) The parallel rays intersect the view plane perpendicularly.
d) none of these

Oblique projection

If the direction of projection d=(d1,d2,d3) of the rays is not perpendicular to the vicw
plane{or d does not have the same direction as the view plane normal N), then the
parallel projection is called an Obligue projection (see Figure 10).

Dircction of projection

Direction of projecti y
wrection of projection / > d <
~ view plane
d=(d,,d3,a’,) A
view plane
z B N

v

e x

Figure 10 (a): Oblique projection Figure 10 (b): Oblique projection '

In oblique projection only the faces of the object parallel to the view plane are shown
at their true size and shape, angles and lengths are preserved for these faces only.
Faces not parallel to the view plane are discarded.

In Oblique projection the line perpendicular Lo the projection plane are foreshortened
(shorier in length of actual lines) by the direction of projection of rays. The direction
of projection of rays determines the amount of foreshortening. The change in length of
the projected line (due 1o the direction of projection of rays) is measured in terms of
foreshortening factor, f.

Forcshortening factors w.r.t. a given-direction

Let AB and CD are two given line segments and direction of projection d={d1,d2,d3).
Also assumed that AB||CD [|d . Under parallei projection, let AB and CD be
projected to A’B’ and C*D’, respectively.

Observation:

i) A'B’JC'D" will be true, i.e. Paralle] lines are projected to parallel lines, under
parallel projection,

iy |A'B|I/|ABIi=|C'D’/|CD! must be true, under parallcl projection.

This ratio (projected tength of a line 10 its true length) is called the forcshorening
factor w.r... a given direclicn.

Viewing
Transformalions
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Mathematical description of an Oblique projection (onto xy-planc)

In order to develop the transformation for the oblique projection, consider the
Figure 10. This figure shows an oblique projection of the point A (0, 0, ) to position
A’(x’,y",0) on the view plane (z=0 plane). The direction of projection d=(dl,d2,d3).

Oblique projections (to xy-planc) can be specified by a number f and an angle 0. The
number f, known as foreshortening facter, indicates the ratio of projected Iength
OA“of 2 line to its true length. Any line L perpendicular to the xy-plane wiil be
foreshortened after projection.

8 is the angle which the projected line OA’(of a given line L perpendicular to xy-
plane) makes with the positive x-axis.

The line OA is projected to QA'. The length of the projected line from the origin
=|0A’|

A(0,0,1)

\ d=(d, dz ds) -

W

B ‘-__ 1] LIS
. / A = (X', ¥, *0)

Figurs 11: Oblique prolection

Thus, forcshorlening factor, (={0A’JOA|=|OA’], in the z-direction
From the triangle OAP’, we have,

OB=x"={.cosl
BA'=y'=[sind

When 7= 1, then obligue projection is known as Cavalier projection

Given 8 = 45°, then we have

{1 0 00
o |0 1o 0}
o2 12 0 0
lo o o 1)

When = % then obligue projection is catled @ cabinet projection.

Hlere 0 = 30* (Given), we have

i it ot iral i



Viewing

Transformativng
71 0 00
B .01 00
Peab=\ e w4 0 0
0 0 01

we can represent a given unit cube in terms of Homogeneous coordinates of the

_ .
]
I
1

verices as:V=[ABCDEFGii}= |

I

el o I s B 3 B o S o R o e
e e T e B s N e

= R = T R R . T -

0
1
1
0
0
0
1
1

I
I

i) To draw the cavalier projection, we find the image coordinates of a given unit cube
as follows:

_ ) Al o 0 01
Ao 0 0 ¢ 3 | o o1
Bli 001
. . I 1 o1
[ I R N & I | 1 0 0 0 0 I 01
PV P _Die 0 0 I oo _D 5
T T Elo 1l |z 142 0 o B Va2 ae¥2 o
2
Flo o1 1 0 0 01 :
Fyv 22 272 o0
Gi 0 11 , -
G'laed2/2 22 01
Wit L1
- - H'{(+272 a+d2:2 0 1)

Hence, the image coardinate are:

A=(0,0,0),B"=(1,0,0),C’=(1,1,0), DM

F' = (N2/2,¥2/2,0), G* = {1+ N2/2, 8272, 0), W' = (1 + Y212, 1 +~272,0)

Thus, cavalier projection of a unit cube is shown in Figure 11(a).

M
Y
2 T r
s H'
1 . cr
Ay 7 ¢
bl /s i “
Al : Figure 11(2} X

(0.1,0)E = (¥2/2, 1 +v2/2.0)
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To determine projection matrix for oblique projection, we need to find the direction
vector d. Since vector PP?and vector d have the same direction. Thus, PP’=d

Thus, x’— 0=d,= f.cos8
y’— 0=d,= f.sin@
z2'—-1=d;

As z'=0 on the xy-plane, d; = -1,

Since, Oblique projection is a special case of parallel projection, thus, we can
transform the general transformation of parallel projection for Oblique projection as
follows:

1 0 00 1 0 00
Posis. = 1 o o] | O N a2
-d,/d, —-d,ldy, 0 0 fcos® f in@ 0 0O
0 0 0 0 0 0 ¢ 1

Where, f=foreshortening factor i.e., ﬂm projected length of the z-axis unit vector.
If B is the angle

Between the Oblique projectors and the plane of projection then,
Vf=tan (B) , i.e., F=cot(B) —=--——--(13}

g=angle between the projected line with the positive x-axis.

Special cases:

1} If £=0, then cot (B)=0 that is B=90°, then we have an Orthographic projection.

2) If £=1, the edge perpendicular to projection plane are not foreshortened, then
B=cot” (1)=45° and this Oblique projection is called Cavalier projection.

3} If f=1/2 (ihe foreshortening is half of unit vector), then B=cot™ (1/2)=63.435" and
this Oblique projection is called Cabinet projection.

Note: The common values of 8 are 30° and 45°. the vafues of (180°- 0) is also
acceplable.

The Figure 12 shows an Oblique projections for foreshortening factor
£=1,7/8,3/4,5/8,1/2, with 8=45"

Figure 12: Oblique projections for f=1.7/8 34,5/8,1/2, with 0=43" (frum [cfi to right}

Example4: Find the transformation matrix for a) cavalier projection with 0=45°, and
b cabinet projection with 0=30° c) Draw the projection of unit cube for
ench transformation.

Solution: We know that cavalier and cabinet projeclions are a special case of an
oblique projection. The transformation matrix for oblique projection is:

- s—pmipemse e



1 ¢ 00

b 0 1 00
o8] feos®  fsind 0 .1
0 0 01

(ii) To draw the cabinet projection, we find the image coordinates of-a unit cube as:

AI
B!
c

Dl

P* V. Pcab=
. .E
Fl
Gl
HI

[ o 0 0 1]
1 0 01

1 1 01

0 101
Jira  sia 01
fira wva 01
(1++43/4) 174 0 0
|a+43/4) 574 0 1]

Hence, the image coordinates are:
A’ (0, 0,0), B’ = (1,0,0), C’ =(1, 1, 0), D" =(0, 1, 0), E* = (¥3/4, 5/4,0)
P’ =(¥3/4, 1/4,0), G" = (1 + ¥3/4, 1/4, 0), B’ = (1 + V3/4, 5/4, 0)

The following Figure (g) shows a cabinel projection of a unit cube.

:J

b
T 4
E H!
L c
F!
. G
“” B 1 o
> — - x
A’ 1 2
Figure (g)

2.2.1.2 Isometric Projection

There are 3 common sub categories of Orthographic (axonometric) projections:

1) Isometric: The direction of projection makes equal angles with all the three
principal axes.

2) Dimetric: The direction of projection makes equal angles with exactly two of the
three principal axes.

3) Trimetric: The direction of projection makes unequal angles with all the three
principal axes,

Isometric projection is the most frequently used type of axonometric projection, which
is a method used 1o show an objecl in all three dimensions in a single view.
Axonometric projection is a form of orthographic projection in which the projectors
are always perpendicular to the plane of projection. However, the object itself,
rather than the projeciors, are at an angle to the planc of projectjon.

Viewing
Translormulions
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Figurel3 shows a cube projected by isometric projection. The cube is angled so that
all of its surfaces make Lhe same angle with the plane of projection. As a result, the
length of each of the edges shown in the projection is somewhat shorter than the
actual [ength of the edge on the object itself. This reduction is called foreshortening.
Since, all of the surfaces make the angle with the plane of projection, the edges
foreshorten in the same ratio. Therefore, one scale can be used for the entire layout;
hence, the term isometric which literally means the same scale.

Construction of an Isometric Projection
In isometric projection, the direction of projection d = (d\.d;,d;) makes an equal angles
with all the three principal axes. Let the direction of projection d = (d,,d;,d;} make

equal angles (say &) with the positive side of the x,y, and z axes(see Figure 13).

Then

i.d=d,=filJd|.cosa => cosa=dj/|d| z d=(d1.d2.dM
similarly 4
"dy=].d=j.|d|.cose => cosa=d,/|d| /
dy=k.d=lk|.|d].cosa => cosa=d,/|d|
so cosa=d/d| = dy/|d] = d,/]d| a

=4 d]= dz':d] is true -
we choose d,=d,=d,=| X

Y Figure 13

Thus, we haved =(1, 1, 1)

Since, the projection, we are looking for is an isometric projection => orthographic
projection, i.e, the plane of projection, should be perpendicular tod.sod =n=(1,[,1).
Also, we assume that the plane of projection is passing through the origin.

= Wc know that the equation of a plane passing through reference point
R{Xo,¥0,20) and having a normal N = {n,,ng,ny) is: (X — Xp).0; + (¥ — Yo)-Nz +
(z~2).m3=0 (14)

Since (n,ny,nz)=(l,1,1) and
(Xu;)'u;zo) (0 0 0)
From equation (14), we havex +y +z=0
Thus, we have the equation of the plane: x+y+z=10 and d =(L,1,1)

Transformation for Isometric projection

Let P(x,y,z) be any point in a space. Suppose a given point P(x,y.z) is projected to
P'(x'y’,2") onto the projection plane x +y -+ z= 0. We are interested to find out the
projeclion point P*(x’,y’.2°).

The parametric equation of a fine passing through point P(x, y, z} and in the direction
ofd(l, |, 1)is:

P+td={(x,y,z) +t.(1.1,1}=(x+t,y+t zt) is any point on lhe iine, where

_— <t <, The point P can be oblained, when 1= (%,

Thus PP ={x" 'z’ }=(x +1* )y + 5,z + t*). since P’ lies on x + y + z = 0 piane.

S (1’)1-()‘ - i Yo (2 ll-'l)_o

= 3a=-(xty - z)

= t*=-(x + y + 2)/3 should be true.

D xX'=Qx-y-z)3, y=(-x+2y-2V/3, (- x -~y +2.2){3

i R o

B e



Thus, P’=(x",y",2")=[(2.x —y-2)/3, (-x +2.y- 2)/3, (-x-y+2.2)/3]
In termis of homogeneous coordinates, we obtain

—(15)

2/3 -3 i3 6y
-3 2/3 ~1f3 0
<y zn )=y, 5 1) _];3 _{/3 2/2 0
o 0 0o 1

Note: We can also verify this Isometric transformation matrix by checking all the
foreshortening factors, i.e., to check whether all the foreshortening factors (£, fy, fz)

are equal or not. Consider the points A,B and C on the coordinate axes (see Figurel 4).

Y
A
B T ®©.L9
0.1,0
} > X
z ©,0,1) A
Figure 14
C.

1) Take OA, where 0=(0,0,0) and A (1,0,0). Suppose O is projected to O’ and A is
projected to A’ -
Thus, by using equation (15), we have 0°=(0,0,0) and A’=(2/3,-1/3,-1/3).

So [O’A’|= (2/3)2 H-1/3PH-1/30 = 273 = ——{16)

it) Take OB, where O = (0,0,0) and B (0,1,0). Suppose O is projected to O' and B is
projected 10 B. Thus by using equation (15), we have 0°=(0,0,0) and
B'=(-1/3,2/3,-1/3).

So|0’B’|= 1/-(1;3)’ H2PH-13) = 273 =1y SOS—E

iit} Take QC, where 0=(0,0,0) and C(0,0,1). Suppose O is projected to O’ and C is
projected to C°

Thus, by using equation(15), we have G"=(0,0,0) and C’=(-1/3,-1/3,2/3).
—(18)

S0 {0 C=N(1/3) H-1/3)* +(2/3) =2/3f2 .
Thus, we have fx=fy=fz, which is true for Isometric projection.

Example 5: Obtain the isometric view of a cuboid, shown in figure. The size of
cuboid is 10x8x6, which is [ying at the origin.

o\
2
Solution: The given cubvids can be represented
in terms of Homogeneous conrdinates
of vertices as shown in Figure (7): 3 G
A
- 5
! l b e
F
| =— g8 |—
l
" b
Fipurs (i) g’/
s
/ .r}‘j E
/7

Yiewvlog
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Tramfurqsatinns

Af1o 0 0 1
Bl10 8 0 1
clio 8 6 1
D[10 8 6 1
V=[ABCDEFGH]=E 6 0 0 I
FI| 0o 8 01
G| 0 8 6!
Hlo 0 6 1)

To draw an Isometric projection, we find the image coordinate of a given cuboid as

follows:

(10 0 0O I

10 8 0 1

108 6 1|2 -1 -1 0

1006 1}[-1 2 -10

PPV Pso= 1o 001 |-1 -1 2 o

o8 01])]lo o 0o 3

08 6 1

0 0 6 1,
A [ 20 —10 —10 3] [666 —-333 -333 1]
B 12 8 -18..3 40 266 -60 1
C- 6 0 -6 3 2 0 -20 1
D 14 -16 2 3|_|466 -533 066 1
E o o o 3} 0 0 0 1
F |-8 16 -8 3 -2.66 533 133 1
G |-14 10 4 3 —466 333 133 1
o |-6 -6 12 3| |-20 -20 40 I

Thus, by using this matrix, we can draw an isometric view of a given cuboids.
EF Check Your Progress 2

1} When all the foreshortening factors are different, we have
a) Isometric b) Diametric ¢} Trimetri¢ Projection d) All of these.
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Viewng

3) What do you mean by foreshortening factor. Explain Isometric, Diametric and Transformations

Trimetric projection using foreshortening factors.

4) Show that for Isomelric projection the foreshortening factor zlong x, y and z-axes

mustbe V2/3 i fx=fy="fz= /2/3

................................................................................................

5) Consider a parallel projection with the plane of projection having the normai
(1,0.~1) and passing through the origin O(0,0,0) and having a direction of
projection d = (~1,0.0). Is it orthographic projeclion? Explain your answer with

reason.

6) Compute the cavalier and cabinet projections with angles of 45°and 30°
_ respectively of a pyramid with a square base of side 4 positioned at the origin in
the xy-plane with a height of 10 along the z-axis.

2.2.2 Perspeclive Projections

In a perspective projection the center of projection is at finite distance. This projection
is called perspective projection because in ihis projectics faraway objects look small
and nearer objects laok bigger, See Figure 15 and 16.

In general, the plane of projection is taken as Z=0 plane.
Properties

) Faraway objects lock smalicr.

23 Straight lines are projected Lo straight lines.

3} Lettiand I be Lwo straight lines parallei io each ather. 171, and 1> are also paralle!
to the plane of projection. then the projections of |, and Iy (call them P, and 1),
will also boe varallel 1o cach olher.

) If§ and I be two straight lines parallel to each other, but are not parailel 1o the
plane of projection, then the projections of I; and i, {call them 1’ and 1%, ), will
mect in the plane of proicction (sec Figtae 160,
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Center of
Projection

L1

L
Ohiect
P
. , L2
-Z
Center of Q Q
-y Projection /
Projection Plane
Figure I5 Figure 16

The infinite lines AB and PQ will be projected to the lines A’B? and P*Q’ respectively
on the plane of projection. That is all points of the line AB is projected to all points of
the line A’B’. Similarly all points of the line PQ is projected to all points of the line
P’Q’. But A’B’ and P'Q’ intersect at M and M is the projection of some point on the
line AB as well as on PQ, but AB l| PQ, which implies that M is (he projection of
point at infinity where AB and PQ meet. In this case M is called a Vanishing point.

Principle Vanishing point

Suppose 1, and |, be two straight lines parallel to each other, which are also parallei to
x-axis. If the projection of 1; and 1 {call them I, and I°, ), appears to meel at a point
(point at infinity), then the point is called a Principle vanishing point w.r.t, the X-axis.
Similarly we have Principle vanishing point w.r.t. the y-axis and z-axis.

Remark

A Perspective projection can have at most 3 Principle Vanishing points and at east
one Principle vanishing point.

To understand the effects of a perspective transformation, consider the Figure 17.
This figure shows the perspective transformation on z=0 plane of a given line AB
which is parallel to the z-axis. The A*B* is the projected line of the given line AB in
the z=0 plane. Let a cenire of projection be at (0,0,-d) on the z-axis. The Figure (4)
shows that the line A’B" intersects the z=0 plane at the same point as the line AB. It
also intersects the z-axis at z=+d. It means the perspective transformation has
transformed the intersection point.

A
z B
Vanishing Point Initial line
T A
d /
Projection plane
-d
| X
Js
Center of
projection 7

Figure 17

B



Mathematical description of a Perspective Projection

A perspective transformation is determined by prescribing a C.O.P. and a viewing
plane. Let P(x,y,z) be any object point in 3D and C.O.P. is at E(0,0,-d). The problem
i5 to determine the image point coordinates P’(x’,y",2") on the Z=0 plane (see
Figure 18). .

X
A

K / P (x. v. 2)
|

- P'(x"v'|z"

——p z=0nplane

e »
E(0.0-d)

Figure 18
),A"’/

The parametric equation of a line EP, starting from E and passing through P js:
E+H{P-E) 0<t<e

=(0,0,-d)+t[(x,y,2}-(0,0,-d)]

=(0,0,-d)+t(x,y,z+d)

=[x, ty, -d+t.(2+d)]

Es:ﬁn’t P’ is obtained, when t=t*

']I“hat is, P’=(x"y’,2") =[t*.x, t*.y, -d+t*.(z+d)]

Since P lies on Z=0 plane implies -d+t*.(z+d)=0 must be true, that is t*=d/(z+d) is

frue. .

Thus x’=t* x=x.d/(z+d}
y'=t*.y=y.d/(z+d)
2'=-d+t*(z+d)=0

thus P’=( x.d/(z+d), y.d/{z+d), 0)
=(x/((2/d)+1),y/((z/d)+1),0)
in termms of Homogeneous coordinate system P'=(x,y,0,(2/d}+1). ——-mme(5)

The above equation can be written in matrix form as:

1 00 O _
0t 0 0 :

POy 2 1)=(x,y,2,1 = [x,y.0,(z/dw] ———— ]

x"y" 2’ 1)7(xy,21) 00 0 I/d [xy.0,(z/dp 1] —(1)
00 0 1

Thatis, P, = Py, P, e (2)

Where Pp.., in equalion (4.6) represents the single point perspeciive !ransformation
on z-axis.

The Ordinary coordinates are:
%y 2 1]=[xAr.z+1),y/r.2+1),0,1] where r=1/d —_—(3)

Yiewing
Transformations
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Vanishing Point

The vanishing point is that point at which parallel lines appear to converge and vanish.
A practical example is a long straight railroad track.

To illustrate this concept, consider the Figure 17 which shows a perspective
transformation onto z=0 plane. The Figure!7 shows a Projected line A*B* of given
line AB parallel to the z-axis. The center of projection is at (0,0,-d) and z=0 be the
projection plane.

Consider the perspective transformation of the point at infinity on the +z-axis, i.e.,

100 0
010 0
0,0,1,0 = (0,0,0,1/d) — 4
[ 1 0 0 0 1/d ( ) @)
00 0 |

Thus, the ordinary coordinates of a point (x*,y’,2’,1)=(0,0,0,1), corresponding lo the
transformed point at infinity on the z-axis, is now a finite point. This means that the
entire semi-infinite positive space(0<=z<=w) is transformed to the finite positive half
space (<=z'<=d.

Single point perspective transformation

In order to derive the single point perspective transformations along x and y-axes, we
construct Figures (19) and (20) similar to Figure 18, but with the corresponding
COP's at F(-d,0,0) and E(0,-d,0) on the negative x and y-axes respectively.

'y A
Y X

// P (x,y,2) / / P (x.y,2)

// e y“z‘) //‘ P‘(x"y.‘t')
T_x E(-4,0,0) T 00— ! i
/ / Y
Figure 19 2 Figure 20

The parametric equation of a line EP, staiting trom E and passing through P is:
E+t(P-E) 0<t<m

=(-d,0,0)+1[(x,y,2)-(-,0,0)}

=(-d,0,0)+t{x+d,y,z}

=[-d+e.(x+d). ty. 1.2])

Point P’ it obtained, wher t=t*

That is, P’=(x",y",2"} =[-d+t*.(x\-d), 1*.y, 1*.2]

Since, P lics on X=0 plane implies -d+t*.(x+d)=0 must be true, that is tr=d/(x+d) is
true.

R e



Thus, x'=-d+t*{x+d)=0 ':':::’Ermnlious
y'=tty=y.d/(x+d) '
z'=t*.z=z.d/(x+d)

thus P'=( 0, y.d/(z+d), z.d/(x+d))
=(0,y/((Z/d)*+1), Z((x/d)+1)) -

in terms of Homogeneous coordinate system P'=(0,y.z,(x/d)+1).

The above equation can be written in matrix form as:

000 1/d
010 0
va"l=,,1 =,,xjd+]
00 1
=[0,y/((Z/dy+1), Z((x/dy+1),1] ——— (5)
That is, P', = Py, Pperx ©)

Where Pp..: in equation (5) represents the single point perspective transformation
w.r.L. x-axis. )

Thus, the ordinary coordinates{projected point P’ of a given point P} of a single point
perspective transformation w.r.t. x-axis is: :

(x*y",z’,1)= [0,y/((Z/d)+1), Z((>x/d)+1),1] has a center of projection at [-d,0,0,1] and'a
vanishing point located on the x-axis at [0,0,0,1]

Similarly, the single point perspective transformation w.r.t. y-axis is therefore:

-".rl.._. .

1 00 o
P(X'.y',if.l)=(x.y,z,l) g g ? l/d =[x,0,z,(y/d)+1]
000 1)
=[x/((y/d)+1),0, Z/((y/d)+1),1]
That is, P’ = Py.P,ur, 7 ]

Where P, in equation (5) represents the single point perspective transformation
W.I.E y-axis.

Thus, the ordinary coordinates(projected point P* of a given point P) of a single point
perspective transformation w.r.l. y-axis is:

(x7,y". 2 1)=[xA(¥/d)+1),0, 2{((y/d)+1),1] has a center of projection at [0,-d,0,1] and =
vanishing point located on the y-axis at {0,0.0,1 ]-

Example 6: Obtain a transformation matrix for parspective projection for a given
object projected onto x=3 plane as viewed from (5,0,0).

Solution: Plane of projection: x = 3 (given)
Let P (x, y, z) be any point in the space. We know the
Parametric equation of a line AB, starting from A and passing 69
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through B is
M

P(x,y,2)

T~

\

Projection plane

P'(x’¥

H
[y

’zi)

z
P(OH=A+t{(B-A)o<t<w

'
|
W

Figure i

x =3 plane

So that paramelric equation of a line starting from E (5,0,0)

and passing through P (x, y, z) is:

E+t(P-E),o<t<om

(51 01 0) +t [(x! X Z)_(S, 0! 0)]
(5,0,0)+[t(x-5),1.3tz2]
=[t.(x--5) + 5, t.y, t. Z}. Assume

Point P’ is oblained, when t =1t*

P =0,y 2) = [ (= 5) + 5, L t*. 2]

Since, P lies on x = 3 plane, 50
t* (x— 5) + 5 = 3 must be true;
-2

x—5

P =gy, ) = (3,

-2y -2z
x~5 x-5

_ [3x-15 ~2.y —2.:}

x—=5 x—5 x-5

In Homogenecus coordinalc sysiem

(3x—15 -2y 2z ﬂ

=y, 2", )= L

-5 x-5"x-5")
= (3x—-15,-2x 2% 5}
In Mauzix form:
] 00
oy 2 =gy el
Y ( o -2 0
-15 0 0

............. (1}
1
U 1

.............. (2)
o )
-5

s epmrmpte—— mm - mmmm e



Thus, equation (2) is the required transformation matrix for perspective view from

(5.0,0).

Example 7: Consider the line segment AB in 3D, parallel to the z-axis with end points
: A (= 5,4,2) and B (5,-6,18). Perform a perspective projection on the X=0

plane, where the eye is placed at (10,0,10).

Solution: Let P (x, y, z) be any point in the space.

The parametric equation of a line slarting from E and passing through P is:

E+L(P-E)o<t<l.
=(10,0,10) + t. [(x, y, 2) ~ (10, 0, 10Y]
={(10, 0,10) + t [(x - 10)], ¥ (z - 10}

= =10} + 10, L.y, t(z - 10) + iD)

Assume point P* can be obiained, when t = (*

AP (0,5, 2) = (% (x - 10) + 10, thy, 1. (2 - 10) + 10)

since point P lies on x = 0 plane
A

lane

x=0 y
(e —

pix,y.z)

J—

Figure j

=t*(x-10)+10=90
-10
x-10

=P =,y 2} = [0,

=t*_—_

—IO.y,—IO(z—IO) -.LIOJ
x-10 x-10

0 10y 10x-10z
A x=10"7 x-10

Interms of Homogpenepus ceardinate syster;

X

N\ E(16.2.10)
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In Matrix form
0 0 1 1/10
S o ov—
0 o -1 -1

0 0 0 -1

TR TT TR

This equation (1) is the required perspective transformation, which gives a coordinates
of a projected point P’ (x", y', 2"} onto the x = 0 plane, when a point p (x, y, z} is
viewed from E (10, 0, 10)

Now, for the given points A (-5, 4, 2) and B (5, -6, 18), A’ and B’ are their projection
on the x =0 plane.

Then from Equation (i).
: 0 0 1 1/10 |
weynran=csazn |l %0 [
0o o0 -1 0 |

6 0 0 -1

= (07_4-'—71 :_S_I)

10
-15 i
=(0,-4,-7, — B
( =)
=10,—40,-70,—15) :
40 70 i
= 0) _s_,l k
¢ 1515 )
Hence x,"=0 ; y,"=2.67 ; 2z =4.67 )
0 0 1 1o
imilari r= (e yh 2, D=5 6I81)0_1 0 90
milar =, » y = » T r -
sumiarky 23 ¥2 s 22 0 0 -1 0
0 0 0 -1

=(0,60,—130,-5)
- =(0,-12,26,1)
Hence x'=0 ; y.'=-12; z'°=26
Thus the projected points A’ and B’ of a given points A and B are:
A= (), ') =(0,2.67,4.67) and  B'=(x’, 3" 27)=(0,— 12,26, 1)
Example 8: Consider the line segment AB in Figure k, parallel {0 the z-axis with end

points A (3, 2. 4} and B (3, 2, 8). Perform 2 perspective projection onto the z= 0 plane
from the center of projection at E (0, 0, — 2). Also find out the vanishing point.
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Vanishing Point

Figure k

Solution. We know that (from Equation (1)), the cenler of single point perspective
transformation: of a point P (x, y, z) onto z = 0 plane, where center of projection is at
(0, 0, —d) is given by: )

1 00 0
xhy, 2, D=(xup2z21). ¢ 1o 0
0 0 0 1/d
000 |
P'n=Pn. Py, (D
Thus the perspective transformation of a given line AB 1o A* B* with d = 2 is given
by: =V P
1 00 o
A*[x 3 z71] A[3 2 4 1]]010 o
B* ,:.r, ¥, I, l:|*B|i3 2 8 1:|' 0 0 0 05
000 1
_A*| L 0667 O I]
qB*[O.G 04 0 1]

HMence, the projected points of a given line AB is:

A¥—(l,0.667,0)
B*=(0.6, 0.4, 0)

The vanishing point is (0, 0, 0).
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Example 9: Perform a perspective projection onto the 2 =0 plane of the unit cube,
shown in Figure (1) from the cop at E (0, 0, 10) on the z-axis.

W

z
Figure ()
01: Here center of projection
E =(0,0,-d)=(0, 0, 10).
sd=-10

we know that (from equation — 1), the single point perspective transformation of the
projection with z = 0, plane, where cop is at (0, 0, —d) is given by:

100 0
xy'z,1)={( 1) 010 0 )
S £ » =Y. ———
»z 20 0 0 1/d
000 I
Py =P Py S

Thus the perspective transformation of a given cube v = [ABCDEFGH] 1o V' =
[A’B’C’D’E'F'G’H’] with d =— 10 is given by:

[V'T=[V]. [Peec.os

001 1

1011

i1 11if1 60 0
jor1afjoro
1o o o 1lj0 0 0 -0
{00 1000 I
[ 101

0 1 0 1



[0 0 0 09] A0 0 o0 1]
1 0 0 09 B'YLIl 0 0 1
I I 0 09| C|itt 111 0 I
w0 1009 Do LIl 01
000 I| Efo o0 01
100 1| Pl1 0 0]
110 1| G]1 1 o0°1
010 1] H[0o 1 o 1

Thus the projected points of a given cube V = [ABCDEFGH] are:
A’=(0,0,0), B* =(1.11,0,0),C’ = (1.11, 1.11,0), D’ = (0, 1.1 1, 0), E’ = (0, 0, 0)
F'=(1,0,0)G =(1,1,0and H' = (0, 1, 0).

& Check Your Progress 3

1) Oblain the perspective transformation onto z = d plane, where the ¢. o. p. is at the
origin,

2} Consider a cube given in example — 4, the cube can be centered on the z-axis by
R D L . . .
translating it —5 units in the x y directions perform a single point perspective

transformation onto the z = 0 plane, with c. o. p. at Zc = 10 on the z-axis.

3) A unit cube is placed at the origin such that jts 3-edges are lying along the x, y
and z-axes. The cube is rotated about the y-dxis by 30°. Obtain the perspective
projection of the cube viewed from (80, 0, 60) on the z = 0 plane.

Two-Point and Three-Point Perspective tronsformations

Ve 2-point perspective prajection can be obtained by rotaling about one of the
principal axis only and projecting on X=0 (or Y=0 or Z=0) planc. To discuss the
phuacinenon practically consider an example for 3-point perspective projection {given
brlow) some cen be done for 2-point aspeet, ’ :

Viewing )
Translormations



Transformations Example 10: Find the principal vanishing points, when the object is first rotated w.r.t.
: the y-axis by — 30° and x-axis by 45°, and projected onto z = 0 plane, with the center

of projection being (0, 0,— 5.

Solution: Rotation about the y-axis with angle of rotation

0=(-30%is
[ cos(30°) 0 —sin(-30°)
R,] = [Ryle--30= 0 1 0
| sin(-30°) 0 cos{~30%)
T5B2 o 12
=l o 1 0
~1/2 0 32
Similarly Rotation about the x-axis with angle of Rotation  45° is:
1 0 0
Ri=Rls=|0 = =
x 45 -JE JE
0o -L L
[ V2 V2

Bizo w2zl too 0
SRIMRI=| 0 1 0 [.lo u42 12
_t2 0 ABr2) [0 -udZ U2

J3r2 -1z vz
=l o w2 uSz [——m
_172 -322 32

Projection: Center of projection is E (0, 0, — 5) and plane of projection is z = 0 plane.

For any point p (x, y, z) from the object, the Equation of the ray starting from E and
passing through the point P is:

E+t(P-E), t>0
ie. (0, 0, -5) +t [{x, ». 2) - (0, 0, -5)]
=(0,0,-5)+t(x, yz+5)
=(tx, ty,-5+t(z+5)
for this point to be lie on z= 0 plane, we have:
—5+t(z+5)=0
5

z+5.
. the projection point of p (x, y, z) will be:

P’=(x',y',z‘)=[s'x Y ]

=+3 2+5’
In terms of homogeneous coordinates, the projection matrix will become:

P]= -(2)

o O O L
o D W O
o o o o
Wm0 O

76



(32 -2 w2d2 o] [50 00
| o vz w2z of [0 500
*[R)- RF) -2 -372d2 Az el {0 0 o |
[ 0 0 0 1 0 070 5
[543 -5 o L]
2 21515 2«{5
-1° 2 °5| —m
__5 ..__.__S'Ji 0 £
2 242 22
o 0 o 5 |

Let (x, y, z) be projected, under the combined transformation (3) to (x’, y’, '), then

B o A
2 242 22
) 0 3 0 1
xLyiz,D)=xyzl) 2 2
=5 o3, B
2 22 22
0 o 0 5 |
53 s
=x’= 2_1'—_5-.2
)
PN AN AR
and
5 sJ_]
, 2f "R TR @

- (T %+£1+5J

Case 1: Principal vanishing point w.r.t the x-axis.

By considering first row of the matrix (Equation — (3)), we can claim that the principal
vanishing point (w.r.t) the x-axis) will be:

53 23
2~ 242
i
2 242

ie, (546,-5,0) ——— 1)

In order to varify our claim, consider the line scgments’ AB, CD, which arc paralle] 1o
the x-axis, where A=(0,0,0),B=(1,0,0),C=(1,1,0),D=(0, 1, 0)

IfA’, B’, C’, ' are the projections of A, B, C, D, rapeclwely, under the projection
oatrix (3) then

Transformations



Transformations

A (0,0,0),B =|. 5"- i "-J_ 0
F 2J‘
53

c,=r FS [ 235+Js_],
\[EIE“LTIF?S) (ZEEJ'JIEJ' J

4
D=9, 51."\6 0 {Using Equation (4)}
{ [75. +5

sJ6 -5
A’ =(0,0,0), B’ = 1+102 1+10«F

546 5
C= , 01 and
[3+10J§ 341042 ]

D’ = (0,#,0}

Consider the line equation of A’B’; The parametric Equation is:

AT+t (B —A%)
. sd6 -5
:.e-\U,O,O)”[,HoJ‘ 1+10~/—]

- 5:f -54 ]
L1042 11042

we will veri[y that the vanishing point (I) lies on this line:

: sif6 -5 ) B
ic. [1+10J5'1+104§'0] (5v6,-5,0)

_ SJ.JE =5J€
1+1042

~5t

1+1042

and

must be true for some ‘t” value.

t=(1+1042)

then the equation (5} is truc and hence (1) lies on the line A’B’.

Similarly consider the line equation C’'D’: The parametric Equation is:

C+s(D-C) e

78
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1

_{ sk 5 J+[ -5f6 s 5 )
3+1042 3+1042 3+10¥2 14592 341042

[ 56 5546 s 55(2+5J2) o). but
341092 341092 3+10v2 (1+542)3+10v2)’

we have to verify that the vanishing point (1) lies on C’'D".

1.e. we have to show

R

3+1oJ_ 3+1042 1+542)

for some “s’ value This holds true if

5¥6 _
10«/_(1_5)_5"(g

5[, 52+52) .
and 3+10J—[ (1+5J_)] -3 6

must holds simultaneously for some ‘s’ value.

If we choose s = —2 (1 + 54/2 ), then both the conditions of (6) satisfied
{546 ,-5, 0) lies on C’D’

=(54/6,— 5, 0) is the point at intersection of A’B’ and C’D".
- {56 ,—-5,0) is the principal vanishing point w.r.t. the x-axis.

Case 2: Principal vanishing point w.r.t y-axis:-

From the 2" Row of the matrix (Equation (3)), the principal vanishing point w.r.

y-axis will be:

[0, 3 0 —lJ in homogeneous system.

V272

The vanishing point in Cartesian system is:

5/-2
v T — = 0} » (II
[0 1742 0] ©,5,9) )

similar proof can be made to verify our claim:

Case 3: Principal vanishing point w.r.t z-axis:

From the 3™ row of matrix equation (3), we claim that the principal vanishing poiat

-5f3 A3

w.r.t z-axis will be: in Homogeneous system,
( 238 2 J

56 3 5 5J6 5
[3+10J§’3+10J§’O]+s[(O’HSJE'J [3+|of 341042

4
yixt

)

¥lewing
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In Cartesian system, the vanishing point is:

g

sy L 242) | _(-52 _

-_Jis[ii—] ,0 [ﬁ,s,o] (HD
22 (a2

A similar proof can be made to verify (IIT)

General Perspective transformation with COP at the origin

Let the given point P(x,y,z) be projected as P*(x’,y",z’) onto the plane of projection.
The COP is at the origin, denoted by 0(0,0,0). Suppose the plane of projection
defined by the normel vector N=n F+nJ+mK and passing through the reference point
Ro(¥o,¥0:Z0). From Figure 21, the vectors PO and P*0Q have the same direction. The
vector PO is a factor of PO. Hence they are related by the equation: P'O=a PO,
comparing components we have X'=a.x y'=ay 2’=0.z wenow find the value of a.

4\ R-Cl (x':h Yo, Zo)
z
N (1, nz, m)
plx.y,2)
p(x"y¥z’)
>
0(0,0,0) y
x Figure 21

We know that the equation of the projection plane passing through a reference point
R, and having a normal vector N=n,I#n,J+n;K is given by PRq.N=0, that is

(X-Xo,Y-Y0,2-Z0)-( MsMzsis}=0 i€ Na.{ XX}t Ma( y-Yo)+ M. z-2g)=0 ————()

since P’(x7,y",Z") lies on this plane, thus we have: n,.{ X"-Xo}+ n2.( ¥'-yo)+ ns.( z'-% =0
Afler substituting X’=a.x ; y'=w.y; z'=e.z, we have :

& =(Ny.xe+ My.YoT M. Zo)(MyXH Ny + 15.2) = dof(n X+ Np.y+ 03.7)

This projection transformation cannot ve represented as a 3x3 matrix transformation.
However, by using the homogeneous coordinate representation for 313, we can write
this projection ransformation as:

do 0 0 my

0 d{) o nz

PPU.N.RD-__ i ; dg b
’ 0 0 0 O

Thus, the prajected point P'y(x",y",2",1) of given point Py(x, y, z, 1) can be obtained as

Rt



Viewinp

_ _ . dy 0 0" n Traosformations
Ph=Ph. PperN,Ro=[ 3,511 o © 0 ™| e 16)
0 0 do iy .
0 0 0 ¢

= [dp-x, do.¥, doz, (1.X + D2y + m.2)] - v
Where dy = ny.Xp + Na.¥e -+ 0. Zg.

_General Perspective transformation w.r.t. an arbitrary COP
Let the COP is at C(a,b,c), as shown in Figure 22,

From Figure 7, the vectors CP and CP? have the same direction. The vector CP* is a
factor of CP, that is CP’=a.CP

Thus, (x’-a)= a.(x-a) z

(y’-by= a.(y-b)
(2’-¢)= a(zc) —(17)
N'_-(Hl, na, I'lj) Zz

Ru{xa, Yo, Zo)
N =(n;, nz my)

p{x,%.2)

c(ab.c)

o -
/ -
¥ Figure 22 b4 .

We know that the projection plane passing through a reference point Ra(Xo,¥0,20) and
having a normal vector N= n1[+n2J+n3K, satisfies the following equation:

nl.(-x0)+n2.(y-y0¥n3.(z-z0)=0

Since P(x",y’,2") lies on this plane, we have:
nl.(x*-X0)+2.(y*-y0)+n3 (2" -20)=0
Substituting the value of x’, y” and Z', we have:

a= (nl.(x0-a)+n2.(y0-b}+n3.(z0-c))/( nl.(x-ayin2.(y-b)*n3.(z<))
=((nl.x0+n2.y0+n3.20)«(nl.a+n2.b+n3.c))¥(nl.(x-a}+n2.(y-b)+n3.(z))
=(d0-d1)/(nl.(x-ay+n2.(y-b)+n3.(z))
=d/{nl.(x-ayn2.(y-b)}+n3.(z-c})

Here, d=d0-d1= (nl.x0+n2.y0+n3.z0)- (nl.a+n2.bin3.c) represents perpendicular
distance from COP, C to the projection plane.

In order to find out Lhe general perspective transformation ratrix, we have 1o procecd
as follows:

Translate COP, C{zb.c) to the origin. Now, R’0=(x0-a,y0-b,20-c} becomes thé
reference point of the tmnslated plane.(buitt Normal vector will remain same).

Apply the general perspuctive tansformation Ppongee s
31
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Translate the origin back to C.

1 ¢ 0 0 d 0 0 0 1 000
B 0 1 0 0 0 d ¢ 0 o1 00
¢ 0o 1 0 0 0 d ¢ 0010
-a -b -¢ 1) \n, n, ny 1 a b ¢ |
d+ma mb n< m
_| ma d+mb me ny ——(18)

Where d =N.CR’ 0= d0 — d1 = (nl. x0 + n2. YO + n3.20} — (n].a+n2.b +n3.c}
=nl.{(x0-a)+n2. (y0-b)+n3. (z0-¢c)

And dl =nl.a+n2.b+n3.c

Example 11: Obtain the perspective transformation onto z = -2 Plane, where the
center of projection is at (0, 0, 18).

Solution: Here centre of projection, C (a, b, ¢} =(0, 0, 18)
Ca (nh na, n3) = (0) 0, I)

and Reference point Ry (Xo, Yo, Z0) ={(0, 0, —2)

Sodo = (nXe + Yo +mze) = -2
d=(nja+tn.b+n.c)=18

we know that the general perspective transformation when cop is nof at the origin is
given by:

{d+n.a nb . y
ma  d+mbd  me n,
n.a mb  ditme m

-ad, -bd, -cd, -d

20 0 0 0 -20 0 0 0
_ 0o -20 0 ol | 0o -20 0 o
- 0 0 -2 1| o o -21

0 0 36 -I8 0 0 -21

E}tamp!e 12: Tind the perspeclive transformation matrix on to z = 5 plane, when the
c.b.pis al erigin. :

Solution. Since 7 == 5 is parallel to 7 = 0 plane, the normal is the same as the unit
vecter ‘K’

S niz, ) =(0,0, 1)
and the Reference point RO (X, Yo, Zo) = (0, 0, 5)

d0=l'l|.)(0+1'11. y.g+1'1_1,. 2'0)=5

T et
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we know the general perspective transformation, when cop is at origin is given by: Transformation
1 5

d, 0 0 n 4 0 0.0
0 d 0 mip_|0 4 00
0 0 dyg m 1o o 41
0 0 0 0 0000

¥ Check Your Progress 4

1) Determine the vanishing points for the following perspective transformation

natrix:
8§68 56 0 28
0 205 0 45
70 800 0 20
53 73 0 30

2) Find the three-point perspective transformation with vanishing pointsat V; =5, V,
=5 and V.=— 35, for a Given eight vertices of a cube A (0,0, 1), B(1,0,1), C(l,
1,1)D@,1,1),E(0.0,0),F(1,0,0),G(1,1,0), H{0, 1, 0).

i MiusrestelMdAEIIFeT =ess=psLlEaEdtEEETrFewALLAlEEETTITETA=s4SdEEEGSIFEPFPACAsANEEEETESFEAfgSvRaLLEnad

2.3 SUMMARY

Projection is basically a transformation (mapping) of 3> objects on 2D screen.
Projection is broadly categorised into Parallel and Perspective projections
depending on whether the rays from the object converge at the COP or not.

o Ifthe distance of COP from the projection plane is finile, then we have
Perspective projection. This is called perspective because faraway objects fook
smaller and nearer objects look bigger.

e When the distance of COP from the projection plane is infinite, then rays from the
objects become parallel. This type of projection is called parallel projection.

o Parallel projcction can be categorised according to the anple that the direction of
projection makes with the projection plane.

e ifthe direction of projection of rays is perpendicular to the projection plane, we
have an Qrthographic projection, otherwise an Oblique projection.

o Orthographic (perpendicular) projection shows only one face of a given object,
i.e., only two dimensions: length and width, whereas Oblique projection shows all
the three dimeisions, i.c. length, widih and height. Thus, an Oblique projection is
one way to show all three dimensions of an object in a single view.

e In Obligque projection the line perpendicular to the projection plane are
foreshortened (Projected tine length is shorter thcn aclual line length) by the
direction of projection of rays. The direction of projciiion of rays deiermines e
amount of foresherizning.

¢ The change in leagth of the projected line (due to the direction of projection ot
rays) is measurcd in torms of foreshortening Facter, f, which is defined as the ratio
of the projected iength to its 'rue iength.

J—
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 In Oblique projection, if foreshortening factor =1, then we have cavalier
projection and if f=1/2 then cabinet projection. :
 The plane of projection may be perpendicular or may not be perpendicular to the

principal axes. If the plane of projection is perpendicular to the principal axes then

" we have multiview projection otherwise axonometric projection.

» Depending on the foreshortening factors, we have three different types of
Axonometric projections: Isometric (all foreshortening factors are equal),
Dimetric (any iwo foreshortening factors equal) and Trimetric (all foreshortening
factors unequal}.

e In perspective projection, the parallel lines appear lo meet at a point i.e., point at
infinity. This point is called vanishing point. A practical example is a long straight
railroad track, where two parallel raifroad tracks appear to meet at infinity.

» A perspective projection can have at most 3 principal vanishing points (points at
infinity w.r.t. X, y, and z-axes, respectively) and at least one principle vanishing
point.

= A single point perspective transformation with the COP along any of the
coordinate axes yields a single vanishing point, where two parallel lines appear to
meet at infinity.

e Two point perspective transformations are obtained by the concatenation of any
two one-point perspective transformations. So we can have 3 two-point
perspeclive transformations, namely Pperoys Pporyzs Pperz -

o Three point perspective transformations can be obtained by the composition of all
the three one-point perspective transformations.

2.4 SOLUTIONS/ANSWERS

Check Your Progress 1

1) Consider a following Figure m, where a given line AB is projected to A’ B’ ona
projection plane. -

/ A
Projector A
Faminn
<0 B
B
Center of projection \""-—\
Figure m Plane of projection

a) Center of projection (cop): In case of perspective projection, the rays from an
object converge at the finite point, known as center of projection {cop). In
Figure 1, Q is the center of projection, where we place our eye to see the projected
image on the view plane. :

b) Plane of projection: Projection is basically a mapping of 3D-object on to 2D-
screen. Here 2D-screen, which constitutes the display surface, is known as piane
of projections/vicw plane. That a plane { or display surface), where we are
projecting an image of a given 3D-object, is called a plane of projection/view
plane, Figure I shows a plane of projection where a given line AB is projected to
A'B".

LIl e



c) Projector. The mapping of 3D-objects on a view plane are formed by projection T:::Efmnhm
rays, called the projectors. The intersection of projectors with a view plane form

the projected image of a given 3D-object (see Figure I).

d) Directio f projection: In case of paralle!l projection, if the distance of cop from
the praje 'on plane is infinity, then all the rays from the object become paralel
and will -.ve a direction called “direction of projection”. It is denoted by d =
(d,,d>,ds}. where d,, d; and d; make an angle with__positii'e side of x, y and z axes,
respectively (see Figure n) h

A
y

d= (dhd'lvd.l)

L
>

B (R

Figure n x
FA Y B

R

The Categorisation of paralle! and perspective projection is based on the fact whether
coming from the object converge at the cop or not. If the rays coming from the object
converges at the centre of projection, then this projection is known as perspective
projection, otherwise paraflel projection.

Parallel projection can be categorized into orthographic and Oblique projection.

A paralle! projection can be categorized according to the angle that the direction of

projection d makes with the view plane. If d is. L" to the view plene, then this parallel

projection is known as orthographic, otherwise Oblique projection. ;
Orthographic projection is further subdivided into multiview view plane parallel to the
principal axes) "’

Axonometric projection (view plane not to the principal axes).

Oblique projection is further subdivided into cavalier
and canbinet and if £ = % then cabinet projection.

Projection
The Figure O shows the l
Taxonotmy of projections: B
L\ 2
Perspective Parallel
Single-point  Two-point  Three-point Orthographic o 'i"l}‘c
Multiview Axonomctric  Cavalier Cabinet
Figure o Isometric Dimetric  Lnimetric
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Treansformations

Check Your Progl;ess 2
I C

2) We know that, the parallel projections can be categorized according to the angle
that the direction of projection d = (di, ds, d;) makes with the projection plane.
Thus, if direction of projection d is L” to the projection plane then we have

orthographic projection and if me@ is not L 10 the projection plane then we have
oblique projection.

3) The ratio of projected length of a given line to ils true length is called the
foreshortening factor w.r.t. a given direction.
Let AB is any given line segment
Also assume AB || 4.

Then Under parallel projection, Ab. is projected to A’B’; The change in the length
of pro;ectcd fine is measured in terms of foreshortening facior. f.

_|ABY

|AB|

Depending on fore.shortemng factors, we have (3} different types of Axonometric
projections:

¢ Isometric
» Diametric
e Trimetric

When all foreshoriening factors along the x-, y- and z-axes are equal, i.e., fr =/, =
£, then we have Isométric projection, i.e., the direction of projection makes equal
angle with all the positive sides of x, y, and z-axes, respectively.

Similarly, if any two foreshortening factors are equal, i.e., f; =f, or f,=for f; =f.
then, we have Diametric projection. [f all the foreshortening factors are unequal d
makes unequal angles with x, y, and z-axes/, then we have Trimelric projection.

4) Refer 2. 3. 1. 2 Isometric projection.

5) For orthographic projection, Normal vector N should be parallel to the direction
of projection vecter, d.

i.c. d=kN where k is a constant.
(-1,0,0)=k(1, 0, -1)
This is not possible

Hence, the projection plane is not perpendicular to the direction of projection.
Hence it is not an orthographic projection.

6) The transformation matrix for cavalier and cabinet projections are given by:

1 o oo [ 1 o oo} [ 1 0 00
0 1 00 a L © 0 0 1 00
Pov =1 - - - = . 3 '"“1}
[cosd fsind O O cos45° sind3® 0 0 1742 1442 0 o
0 0 01 0 o o1} | o 0 01

86
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1 0 00 | 0 LR 0 0
0 1 g "0 1] 1 0 0 0 1 0 0
&Pc:h‘: . =1 . a 1 a = '_"(2)
[cos0 fsind 0 0O E.sm30 5.00530 0 0| (043 025 ¢ 0O
0 0 0 0 0 0 1 0 0 o1
The given pyromid can be shown by the flollowing Figure p.
' -
E
= T‘\\
\.
s
> D
A ™~
N
"~
S
— | o N -
x A c
Figure p

The vertices of the pyramid are:

A (2| 0! - 2), B (2l 0- 2)a c (" 29 0) 2)
D(-2.0.-2),E{0.10,0)

Using the projection matrices from (1) and (2), we can easily compute the new
vertices of the pyramid for cavalier and cabinet projections. (refer Example 4).

Chbeck Your Progress 3
1) Let p(x ). 2} beany point in 3D and the cop is E (0, 0, 0).
The parametric equation of the ray, starting from E and passing through p is:

Ay
pix ¥, 2)
| /

/p'(X‘W
—_—

E{G,0,0)
z=d plane -z

£ =
}.

cor

v

Figure 0

E«t{(P-E.Lt>0
=0.0,0) +1{x » 55~ (0,0.0})]
=ty 1 7)

Viewing .
Transformations
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For this projected point of p (x. y. 2) will be:
t.z=d

= t= 4 must be true.
A

Hence the projected point of p {x, y, z) will be:

P=(xy. 2"V = (ﬂ,d;y.d].—-o in homogenous Coordinates [-did—ydl]
z Z z Z
= (dx, dy, dz, z)
[n matrix form:
d 00O
eyt 2 1) =( 1)Od*.'JO
x, yi 2z, 1)=(x,y,
Y 200 0 d 1
0 00O
2) Since the cube is first translated by —0.5 units in the x and y-dire .0 get the
cent'ed cube on the z-axis.
Tiv.  asformation matrix for translation is:
1 0O 00
0 1 o 0
T, = - 1
[ x.y] 0 0 1 0 ""_( )
-05 =05 0 1

100 0
o1 0 0
Poerz= — (2
PE 1o 00 Ld )
0006 1
It has a center of projection on the z-axis: atd =— 10 = % =-0.1
From equation (2)
100 0
010 0
P...=
PEZ 10 0 0 -0
000 1

The resulting transformation can be obtained as:

1 o o 0
0 1 o 0
T} = [Tyl [Poa=l =
(= [k Pl = 0 0 o o
-05 -05 0 1
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Thus, the projecied points of the centred cube V = [ABCDEFGH] will be:

0011

1 011 ,

1110 1 0 0 o i

- RIEEE 0 1 0 0 :

VISVI=l o0l 1o 0 0 -ou -

1 001 -05 -05 0 1 :

110 1 h

0 1 0 1]

05 -05 0 05] A'[-056 -056 0 1]
05 -05 0 09| B| 056 -056 0 1
05 05 0 09 C| 0356 056 0 1

_|-05 05 0 09/ D|-056 -056 0 1 ,

|05 -05 0 1| E|-05 -05 0 1

05 -05 0 1| F| 05 -05 0 1 =
05 050 1| G| 05 05 o0 1
[-05 05 0 1] H|[-05 05 0 1]

3) A unit cube is placed at the origin such that its 3-cdges are lying along the x,y,
and z-axes. The cube is rotated about the y-axis by 30°. Obtain the perspective
projection of the cube viewed from (80, 0, 60) on the z= 0 plane.

3) Rotation of a cube by 30° along y-axis,

AY

v

[d,0.0)

Figurer

{cos 30 0 ~sind0c 0
0 | 0 0
| 5in30° 0  co330° UJ

[(Rylser

0 0o o 1
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Trausformmtion:

o0

J3i2 0 -12 o} ro86 0 —0.5 0
e 1 0 ol fo 1 o o0
12 0 B2 o]l (o5 D BE 0

o 0 0 | [0 0 ¢

[.et p (x, y, z) be any point of a cube in a space and p’ (X', y', 2') is its projected point
onto z= 0 plane.

R i

‘I'ie pamictric cqualion of a line, starting from E {80, 0., 60) and passing through i {x.
S Z) 18

E+t(P-E),0<tom,

= (80, 0, 60) + 1 [{x, v, z) — (80,0, 60}]

= (80, 0, 60) 4 1f (x — 80), v, (z— 60)]

= {1 (x - 80) + 80, Ly, L. (z - 60) + 60]

Assume point P’ can be obtained, whent = (¥
= P =(x", y.7’) = [t* (x ~ 80) -+ 80, t*sv, 1" (z— 60) + 60]
Singe point p’ lics on z= 0 plane, 50
=60
= =60

=p =, y.2)= [‘60"‘ » 80 ~60y 0)

1*(£-60)+60=0=1*=

S—60  Tz-60"
In Homogeneans coordinates system: I

Py 2 )= (— 60.x +80.z - 60.y ,oﬂ
z—60 z2—60 J
=(—60.x+80. 2 -60.Y,0.2-060)
In Mairix Form:

cemmme——— - b

-60 0 0 0]
NN L P (1
80 0 0 I
0 0 0 —an}
p.|r| = Pn- Ppnr. . TmEEmmemEm T (2)

Sinee a given cube is rotated about y-axis by 30°, so the (inal prejected point p’ {ofa
cube on z — 0 [lane) can be nbiained as [ollows:

P =Po [Ry)swr Prar 2
086°0 -05 0] |-60 @ O 0O
1 0 0 0 -60 0 O
05 O 086 0) (8 0 0 1
0

0 01J000-60

xhyn =2 )=(xpz1).

919 0 0 —0.51

v =) R I T S S
JE S S ) B o S A B 1

T i iy o o 086!
too 0 6 -enJ

P PP, 2030
This equation (3) is the required perspective transformation, Which gives a

coordinates of a nrojected point P* (x’. ¥°. 27) onto the z = 0 plane. when a point P (x,
v, 2) is viewed from E (80, €, 60).



Thus, all the projecied points of a given cube can be obtained as follows:

A0 011
B {1011
C 1% 1t [90.9 0 0 -05]
L RPN o I I B 0 -60 0 0
PPV Ppanz30%= Loty v v a8 o 0 o086
Fjoro 0 il o o o -60
G 1 oo
H |01 01t
A [388 0 0 —59.14] A [-0.72' o 01
B |1297 0 0 —59.64 B |-217 0 0 1
C [1297 -60 0 -59.64 C |-217 101 0 1
D | 388 -60 0 —60.86) D |-0.64 099 0 1
B |0 o0 o -600]| E 0o 0 00
rF (909 0 0 -605 F {-150 0 0 |
G |909 ~60 0 -60.5 G |-150 099 0 1
H | o -60 0 -600 | H| 0 i 0 I]

Hence, A’ =(-0.72,0,0),B" =(-2.17,0,0}, C' =(-2.17,1.01,0)
D =(-0.64.099 0),E =(0,0,0,F =(-1.5,0,0)
G’ =(-1.50,0.99, 0)and H’ = (0, 1, 0).

Check Your Progress 4

1} The given perspective transformation mairix can be written as:

From Rows ong, 1wo and three from equation matrix (I), the vanishing point w.r.t.

X, ¥ and z axis, will be:

2) From the given V.P., we can obtatn the corresponding center of projections. Since
vanishing points: V, =5, V,= 5 and V, = - 3, hencc center of projections is at:

C,=-50C,=—5andC,=5

ctidi=too2 o pnand L=2t=_02
5 4, 5 4 5

Hence, the 3 — point perspective transformation is:

{100 02]
oot oa o 2l

1l
P"El wr
S P B
e
Thus by muitiplying v = [ABCDEFGH]I with projection matrix (1), we can oblain the
wransformed vertices of a given cube,

Yiening
Transformalions
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BLOCK INTRODUCTION

In this block we have three units. All of them are dedicated towards the achievement
of realism in any graphic scene through the mathematical modeling of curves,
surfaces; arrangement of the surfaces in the praphic scene according to the sequence
as in the natural scene. Non-availability of such an arrangement in the scene may hide/
overexpose some objects, Last but not the feast, we have discussed the contribution of
light sources and their positioning in any graphic scene. This information helps in
contributing fincr finishing to the compuler generated graphic scene.

Unit 1 will discuss the generation of complex graphic geometries or polygons either
with the help of some slandard graphic objects concatenated together to produce some
contplex mesh-like structure or through the Bezier curves. In this unit we have tried to
discuss the properties and the application of the curves and surfaces in detail.

Unit 2 will discuss some important techniques of visible surface detection. This is
quite important because without the involvement of such techniques in our graphic
applications we can’t justify any scene where more than one objects are involved.
Under such a situation, fram different points of views we have different projections of
objects on one another. So we need to apply different algorithms of visible surface
detection to reorder the projections in a manner that no object hides other objects.

Unit 3 will discuss how the type of light sources and their positioning in the scene
matters a lot. Without such considerations we cannot contribute realism to our graphic
scenes. So to emphasize the importance of light sources we have discussed vartous
illumination models, the concept of shading and ray tracing, which are all necessary
for any graphic scene with a realistic'touch.

Suggested Readings

1. Donald Hearn, M.Pauline Baker “Computer Graphies™, Second Edition, PHI,
New Delhi.
2. Foley Vandam "“Compuier Graphics — Principles and Practices”, Second Edition,

Addison Wiley, New Delhi.

Website :htp//www.siggraph.org






UNIT I CURVES AND SURFACES

Structure Page Nos.
1.1 Introduction 5
t.2  Objeclives 6
1.3 Polygon Representation Methods G
1.3.1 Polypon Surfaces ) 7
1.3.2 Polygon Tables 7
1.3.3 Plane Eguartion 10
[.3.4 Polypon Meshes 14
1.4 Bezier Curves and Surfaces I5
1.4.1 Bceaer Curves 16
1.4.2 Propertics of Bezier Curves 20
1.4.3 Bezier Surlaces 25
1.5 Surface of Revolution 27
1.6 Sumimary 31
1.7 Solution and Answers 31

1.1 INTRODUCTION

In C5-60. Bleck 2 and 4 we have swdied the technique of drawing curves in different
coordinate systems. Also we got the idea that it is the revolution of a curve about
some axis that gives rise to an object enclosing some volume and area. For better
understanding, just think how a potier works to create vessels of different shapes. He
Justput a lump of wet soil on the disc which is revolving about its axis at high speed,
then his/her fingers and palm works as a curve, in contact with the wet soil. Thus, it is
the curve which revolves the some axis to produce vessels of the shape s/he desires. In
this unit tet us study some of the practicat implementations of the concepts studied in
CS-60 to computer praphics. This will help a lot because in nature God has created
everything with a level of fineness. that if human beings try to achieve that level ip
their created art (whelher computer generated or not} such that it is quite close o
reality, then ane has 10 excessively make use of curves and surfaces in a balanced
format, and the bafance is provided by mathematics, So with the edge of mathematics
computcr graphics we can achieve realism. In this unit, we wili study the polygon
represcntation methods - these methods are quite important because it’s the polygon
that constitutes every closed object like tree, clouds, ball, car, etc., 10 be represented
through graphics. Further. each polygon has its own mathematical equalion which
works as the generating function for that polygon. Under this topic we will discuss
polvgon tables, polygon meshes and 2quation of plane, A study of these topics will
provide you a computer oriented approach to understand the implementation of
mathematical concepts. We arc going (0 discuss one more important topic in this unit,
which is Bezier Curves and their properties. Its the Bezier curves which have
revolutionised the field of computer graphics and opened a new arena, i.e., autamobile
sector. for analysis and designing of automabiles. Inspired with this achievement,
scientists have worked hard and now there is no area which is complele without
computer graphics and animation. in this unit, we will deal with fitting curves Lo ihe
digitized data. Two techniques zre available for obtaining such curves cubic spline
und parabolicaly blended curvey, ‘Thesc are hased on curve Mting techniques. Thal is.
they are not an approximate method bu' fit the cure point exactly. We will also
diseuss corve fairing icchniques like Bezier and B spiine curves, used lo approximate
lhe curve when you are not having a proper knowiedge of the shape of the curve. [ast
but not the least. we will discuss the concepl of surface of revohuting. [t is an
important topic because the products which are designed are in [  the g1 [uree,
enclosed by the revolution of the curve about some axis. So let u, CREIN LUK OO
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Mudeliog 1_2 OBJECTIVES

aad Rendering

After going through the unit, you should bé able to:

implement the methods used to represent a polygon:

deduce equation of planc and explain the need of planes in graphics;

discuss varicus curves and surface representation schemes;

discuss the piecewise cubic polynomial equation and their need in object
representation;

describe Bezier curve/surface and their properlies, and

discuss the concept of surface of revolution.

1.3 ' POLYGON REPRESENTATION METHODS

Any scene to be created through computer graphics may contain a variety of
objects, some of them natural and some manmade. Thus, 10 achieve realism in our
scene we arc not having any specific single method which handles the realistic
representational complexities of all components (whether natural or manmade) in a
scene.

So let us have an idea of the basic representational schemes available:

Polygon and quadric surfaces provide precise description for simple Euclidean
objects like polyhedrons, ellipsoids.

Spline surfaces and construction techniques are uscful for designing aircraft
wings, gears, and other engineering structures with curved surfaces

Procedural methods such as fracials constructions and particle systems give us
accurate representations for the natwral objects like clouds, trees elc,

Physically based modeling methods using sysiems for interacling forces can be
used to describe the non-rigid behaviors of piece 0fj<_:]l§. or a picce of cloth.
Octrees encoding are used to represent internal features of the objects, such as
those obtained from medicat CT images, velume renderings and ather
visualization techniques.

The representational schemes of solid objects are divided into two broad categarics:

S

Boundary represcatations: Here the 3D object is represented as a set of
surfaces that separate the object interior from the environinent. Examples are
polygcnal facets and spline parches. For befter understanding consider Fignre f.

/)
Va
/] 2z
i Ve
i " ”
A Figure I {a} Figura T (b}

Space pariitioning representations: These are used 10 describe the interiar
properties, by partitioning the spatial regions containing an sbject into a sei of
small non~overlapping contiguous slids (usually cubes). Example: Oclree
(which is the space partitioning description of 3D object). For a better
undersianding consider Figure 2.

Ciut of the various representational techniques mentioned above. the most
commoniy viscd boundary represeniztion mechanism for representing 3D objects is,

T
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using a set ot polygon surfaces to enclose the object interior. Let us discuss this and ;:rram

mechanisin in our neal section.

1.3.1 Polygon Surfaces

I'rom Figure I and Figure 2 it is quite clear that it is possible to store object’s
description as a set of surface polygons and the same is actually done by many
graphic systems. actually this way of object description fastens the rendering and
display of object surfaces. The approach is beneficial because all the surfaces can ,
now be described with linear equations and hence polygonal description of the i
surfaces is referred as “‘standard graphic objects”. Very many times it is the :
polygonal representation which is available to describe the object but there are other ;;’
schemes like spline surfaces which are converted to polygonal representation for
processing. g : "’

L e

Figure 2

Consider Fignre 3 where the cylindrical surface is represented as a mesh of
polygons. The representation is known as wire frame representation which can :
quickly describe the surface structure. On the basis of the structure a realistic ;
rendering can be performed by interpolating the shading patterns across the polypon -
surfaces. Thus polygon mesh representation of the curved surface is actually
dividing a curved surface into polygon facets. This improves and simplifies the
process of rendering (1ransiorming a 3D scene to 2D scene with least loss of
information like height, depth ctc). Now the objects are composed of standard
graphic objects (polygon surfaces). Each graphic object needs some method for its
description which could be a polygon table or equation etc. So, let us study the
procedures to represent a polypon surface.

1.3.2 Polygon Tables

Every polygon is analogous to a graph G(V,E). We have studied graphs and (heir
theory in detail in MCS-033. Kecping in mind the analogy we can say that a polygon
surface can be specified with as a set of vertex coordinates and associated attribute
parameiers (the attributes may be colour, contrast, shading, etc). Most sysiems use
tables 1o store the information entered for each polygon, and it’s the data in these
*tables which is then used for subsequent processing, display and manipulation of the
objects in the scene. As the data required to be stored for an object in the scene -
involves both the geometric information and atiributes associated with the object, so
polygon daia tables can be organised into two groups:

¢ Attribute tables: This table lolds object information tike transparency, surface
reflexivity, texture characteristics, cle., ot an object in the scene.

»  Geometrie tables: This 1able stores the informatian of vertex coordinates and
parameters hke slope for each edge, etc. Fo identity ihe spaal orientation of
polygon surface, .
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In order to store geometric information of a polygon praperly, this 1able is further
bifurcated into three more tables:

a) Vertex table: Holds coordinate values of vertices in the object.

b} Edge table: Holds pointers back in to the vertex tabie [or identification of the
verlices related to each polygon edge.

2} Polygon table or polygon surface table: Holds pointers back into the edge table
for identification of the edges related to the polygon surface under construction.

. his tabular representation of a polygon surface is shown in Figure +. Such
iepresentalions helps one to quickly refer to the data related to a polygen surface.
Alge, when the data is put for processing then the processing can be quite efficient
lzading 1o efficient display of the objéct under consideration.

V3

N

//<>

\/

Vertex Table Edge Table Ve Surtace Table

S1:V1,v2, V3 | |
V1 xi,yl, z1 E1:VvV1, V3 S2 - v2, va, Vs, VBF j
V2 i x2,y2,z2 E2 Vi, v2 -
V3 1 x3,y3,z3 E3: V2, V3 or .
V4 : x4.y4,z4 Ed : V2, V4 S1:E1, E2. E3 ! |
V5 : x5,y5,25 ES - v4, V5 S2 : E3, E4. ES, Es! !

£6:V5. V3 | )

Figure 3

Some basic tests that should be performed before producing a polypon surface by any
graphic package:

1) every veriex is listed as an endpoint for at leasl two edges,

2} every udge is part uf 2l feasl one polygon,

3} every polygon s closed,

4 cachi polygon has a1 feast one shared cdge, )

51 ifthe edge table contains pointer to polygons. «yery edae referenced by a poly g
pointer to polygon, every cdge referenced by a polygon pointer has a reciprocal
peinter back 1o polygon.



Curves

Example 1z Set up a geometric data table for an 3d rectangle. and Surfaces

Solution:
Va1 s6 E9 V3
10
/ E7
V2
VI e
gl 1 L8 E8
S4 S3 ]
S2.
El : &
V8 | ss
/ $] E5 V7
4
V3 52 Vo
Fisure 4
Vertex Table Edge Table Polvgon Surface Table
Vi Xlyl.zl El V1) Sl VIiv2,ve,vs
V2 X2 y2, 22 L2 V5.v6 S2 V2.v6,v7.v3
V3 X5.v3.23 3 V6.v2 S3 V8 v7 v3 v4
| V4- Xd.vd. 24 4 V6.v7 S4 Vi.vd v5 vg
V5 X3.v5. 25 E5 V7.v8 85 V8.v5.v6,v7
V6 X6, y0. z6 E6 VIiv2 S6 V4. vl v2v3
V7 X1.y1z7 E7 V2,v3
V8 X8.y8.z8 =8 V7,33
L9 Vi
10 Vdwvi
Ell VInz

Check Your Progress |
'y What do you think about the utility of polygon surface lable? Can't we do the
implementation of a polveon surface with Just 2 vertex lable and an edge table?

1) Whathappens if we expand the edge table such that 11 al<o stores the forw ard
oiniers into the polveon table?

9
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3) Can we extend Lhe vertex table? Give reasons in support ol your ansuer,

4} What do you think expanding the tables will make error detection casy or
difficult?

5} Set up a geomeltric data 1able for a 3d reclangle wsing only veriex and polygon
tables.

1.3.3 Plane Equation

Plane is a palygonal surface, which hisects its enviranmeat inte two halves. One is
referred 10 as Torsvard and 1he other as backward half of any plane. Now the question
is, which half is torward and which backward, because both are relative terms. So10”
remove this dilemma, we use the mathematical representation of plancs, i.e.. concepts
like equations ot planes, normal 1o a plane. clc., which we have atready siudied in CS-
60. Now we hitve undersiood that both ferward and backward halves are relative
terms bul w.r.t whan” Yes. it's the plane itself in respect of which we can say any
point in the surrounding environment is in tront or back of the plane, Sv we consider
any point on the plane should satisfv 1he equation of a ptane ta be zera.

e AX — By = Cz - D=0. Fhis equation means any paint (x.y.z} will enly lie oa the
plane i1 it satisfies the equation 1o be zero any point {(x.v.z) will lic on the frout of the
plane if it satisties the equation 10 be grealer than zero, and any point {x.¥.2) will lie
on the back of the plane if it satisfics the equation 10 be less than zero.,

Where (x. 1. 2) is any point an the plance, amd the coetlicients A, B, C and D are
constants describing the spattal properiies of the plane? This concept of space
partitioning is used frequenily in method of BSP (Binary Space Partitivning) trees
generatien a polygon representation scheme. quite similar te Octrees.

The importance of planc equatiens is that they help in producing dixplay ol any 3 D
object. But for that we need 1o process the input data representation for the object
through several procedures, which may include the following steps of processing.

e Totanstorm the modeling and world-coordinate descriptions w viewing
coutdinales,

= Todevise comdinuies,

e Toidentily visibl- surthees,

< Toapphy surfsee-rendering procaduices.

For saine of these pracesses, we need information about the spatial ricntation ol the
individual surlace components of the object. This information is obizined from the
vertex eoordinates values and the equations thot deseribe the polypan planes Let s

B
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study how we can delermine the equation of any plane. The equation of a plane, say ‘and Surfaces

ax -+ by 1 ¢z +d =0, can be determined (generally) in 2 ways:

(1} Say we are given a point Py (Xy, Yo, 2} which lies on the plane and say N, be the .
nanmal Lo that plane. but we are not given the equation of planc. Then the straight
farward procedure 10 tind the equation of plane is:

= choose any other point P (x, y. 2} on plane
e determine the ling joining point P and P, ie., -I;E =(x— X0, ) =3, 2 zq)
e 1ake dot preduct of the tine ﬁl; and nommai to the plane i.e.,ﬁ
As Normal is perpendicular to any line on the plane so the result of the dot
product should be zero. Therefore,
F“F . ﬁ - v v - o) (o) =0
=X (- y Mt (2 —z) =0
T HT MY T I = Iyt MYy T o)

- equation of plane is: sy« a2 = 532 — (71,5 + 113)g F 1yzg) = 0.

(2) inthe equation Ax ~ - =~ D=0 fora plane surface ,where (x,y, z) is any
peint on the plane. and the coefficients A, B, C and D are constants deseribing
the spatial properties of the plane. If the values of A,B,C. and D are not given
then we can obtain the values of A, B. C and D by solving a set of three plane
equittions using the coordinate values for three non collinear points in the plane,
which are say(X,.y1.2)) . (X2,¥2.22) . (X1,¥5.2;)

. ins purpose, we can select the following set of simultaneous linear plane
- 1tons for the ratios A/D. B/D, and C/D:

RAYIRS B)'; - C:.'; -~ D=0
.‘I.\'_‘t + B.'r"‘ + C::J +D=0
Avi+ By, + Cey+ D=0

Then (1)
(A Dy r (B D+ (CHNz, = — 1, a=1.2,3
The sotution for this sel of equations can be eblained in determinant form, using
Cramer’s ruie. as
Lo _n': R
|
A b a. o B=lx, 1 z,
L
|| 1 4] |J.'_-. l o (2)
o Yoon o5
C=1jx, 1, | D=-1]x » =
RERNE 1 M 5
e v | A L :sr

xpunding the determinants, we can arite the caleulations for the planz coelficients in
the Tuim

LA Y P 1S S Y TN I VI s Doy

B=oxs—xq) Za(xy = xy) + 29{x) — x2) (3)
C=x0n =) = xa0n =) = x50 - 3)

D= =30z -3 - o, - AT I T A Nl D
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N=(A B O

iz Figure 5

Note: Orientation of a plane surface in space can be described with the normal vector
1o the plane, as shown in the Figare 5. Further the Cartesian component of vector N,
normal to the surface of the plane described by equation Ax + Bv+ Cz ~ D = 0, is
given by (A,B,C) where parameters A, B, and C are the plane coefficients caleulated
‘in equations above.

While dealing with polygon surfaces we have undersiood that polygon lables play a
vital role in storing the information about the polygon. So, the vertex values and other
inform®ion are entered into the polyzon data structure and hence the values for A, B.
C and D are computied for each polygon and stared with the other polygon data.

Stnce. we are usually dealing with polygon surfaces that enclose an objcet interior, wy '
necd 1o distinguish between the 1wo sides of the surface. The side of or outward side s
the “outside™ face. If polygon vertices are specified in a counterelockwise direction
when vicwing the outer side of the plane in a right-handed coordinate system, the
direction of the normal vector will be from inside to outside. This is demonsirated [or
one plane of a unit cube shown in the Figure 6.

— e —e ez — - ——-— -

Y

p T ——— 7
N A
F

Figure 6

To determine the components of the normal vector [or the shaded suilace shown in
the Figure & of a cube.. we select three of the four veriices along the houndary of the
polygon. Thuse points are selected in a counterclockwise dircction as we view from
outside the cube toward the origin. Coordinates for these vertices, in Lhe order
selecled, can be used in Equaltions, (3) to oblain the plane coelficiants:

A =1 B=0,C=0 0=-{ Thus, the rormal vector for this plane is in the directivn

ol e posilive x- uxis.

The elements of the plane normal can alse be obiained using & vector crons produc?
caleunations. We again sclect three verex positions. I+, Fy and 1, tken in

counterciockwise order when viewing the surface from outside te inside in 2 right-
hunded Cartesian systen. Forming two veclors, one from ¥, /2 175 and the other lrom
¥rto ¥yowe caleulate N as the vector cross product:

Vv - f[ 2 l"‘l) ny (I"; I’:,)



This generates values {or the plane parameters A, B and C. We can then obtam the
value for parameter D by substituting (hesc values and the coordinates for one of the
polygon vertices in plane equation and solving for D. The plane equation can be
expressed in vector form using the normal N and the position P of any point in the
plane as: '

Plane cquations are used also to identify the position of spatial paints relative to the
plane surfaces of an object. For any point (x, y, z) not on a plane with parameters A, B,
C, i3, we have:

Ac+By+Cz+ D=

We can identify the point as either inside or outside the plane surface according to the
sign (ncgative or positive) of Ax + By + Cz + D

if 4x 4+ By + Cz + D <0, the point (x, y, z) is inside the surface

if dx + By + Uz + D > 0, the point (x, y, z) is outside the surface
These inequality tests are valid in a right-handed Cartesian system, provided the planc
parameter A, B, C and D were calculated using vertices selected in 2 counterclockwise
order when viewing the surface in an oulside-to-inside direction. For example, in the
above figure of the cube any point outside the shaded plane satisfies the inequality
x — | = 0. while any point inside the plane has an x-coordinates value less than 1.

Example 2: Find equation of pl;dne which passes through point P (0, 0, 0) and say the
normal to the plane is given by N(1,0,-1)?

Solution: Let us use method 1 discussed above to determine the equation of the plane
Given N (1,0,—1) and P (0,0, 0) ; cquation of plane = ?

—»
say P’(x. y, z} be another point on the plane then line PP’ =(x-0, »-0, z-0) = £ +ij +z
k :

now determine the do1 product of PP’ and normal N

PP.N=0 = nix, oy + sz — (xgny + Yoty +2pm) =0
lx+0.y+(-1})z2-(0+0+0)=0
x-z=0 — plane ecquation

= x = z is the required plane shown in Figure 7 below

A
Y
T A
Z X7
Fizure 7

und Surfaces
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1.3.4 Polypgon Meshes

A polygonal surface to be drawn may not be simple and may have enormous curls and
curves, Example, a crushed piece of paper, or crushed piece of aluminum foil, etc. In
such cases each section ofa polygonal surface can be generated (in computer graphics
or can be simply drawn} with the help of various standard graphic objects like
rectangles, triangles, circles (semicircles), spheres (hemispheres) etc., drawn ina
manner that their pattern combination matches with the polygonal surface under
construction. This cumulative combination of all standard graphic objects is in fact the
inesh or polygonal mesh used to approximate the actual geometry of any complicated
vbject under construction, with the help of the standard graphic objects.

After studying the section 1.3.2 polygon tables, we came to the conclusion that a
polygonal surface can be represented with the set of vertices, set of edges and set of
surfaces ; which are the general terminologies of nothing but graphs. So we will use
this concept here too because, the polygons we need to represent can be arbitrarily
large. Thus, it is generally convenient and more appropriate to use a polygon mesh
rather than a single mammoth polygon (i.e., single standard graphic object). For
example, you can simplify the process of rendering polygons by breaking all polygons
into triangles. Triangle renderers can also be implemented in hardware, making it
advanlageous to break the world down into triangles. Consider below Figure 8:

Figure 8 (a) Figure ¥ (b) . Figure 8 {c)

Another example where smaller polygons are better is the Inventor lighting model.
Inventor computes lighting at vertices and interpolates the values in the interiors of the
polygons. By breaking larger surfaces into meshes of smaller polygons, the lighting
approximation is improved. From the shown Figure & two important observations are:

¢ Triangle mesh produces n-2 triangles from a polygon of n vertices.
e  Quadrilateral mesh produces (n-1) by {m-1) quadrilaterals from an » x m arrav of°
vertices. '

it is importznt to nole that specifying polygons with more than three vertices could
result in sets of points, which are not co-planar, the reason behind may be the
numerical errors or error in selecting the coordinate position of the vertices. Handling
non-coplanar vertices is quite difficult, so twe ways to handle such situation are:

+ Break the polygon into triangles, and dcal.

» Approximate 4, B, and C in the plane equation. This can be done either by
averaging or by projecting the polygon onto the coordinate planes. - should be
praporiicnai to the projection in the yz-plane, B propontioaal to xz, and C
proportianal to xy. High quality graphics system typically model objects with
polygon meshes and set up a database of geometric and atiribute information 10
facilitate processing of the polygon facets. Fast hardware implemented polypo::
renderers are incorporated into such systems with the capability for displaying
hundreds of thousands to one millon or more shaded polygon per second
including the application of surface texture.
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== Check Your Progress 2 and Surfaces

1) TFind equalion of plane, which passes through point P (1, I, 1) and say the normal
to the plane is given by N (-1, 0, -1).

2) (Calculate the equation of plane for the quadrilaieral planar pelygon described by
the four vertices vi (1,0,1), v2 (1,1,0), v3(0,1,1) and v4 (1,1,1).

1.4 BEZIER CURVES AND SURFACES

We had discussed in the previous section of this unit that we can create complex
gecmetries with the help of polygon meshes which are further constituted of standard
polygonal abjecis like triangle, rectangle, square, etc., but apart from this technique to
draw complex geometrics, we are having some more advanced techniques to do the
same job like we can use mathematical equations (parametric equations and
polynomial equations), splines, fractals, Bezier curves etc. In this section we wil!
discuss some of these techniques, but 10 have the flavor of the detailed analysis of
these techniques you can refer to books given in suggested readings. Before going on
the tour of Bezier curves let us have a brief discussion on other techniques, the
technigue of using mathematical equations {parametric equations and pelynomial
equations) 1o realize the complex natural scenes is not always successful because it
requires an enormous number of calculations which consumes an immense amount of
processing time. The better technique to generate complex natural scenes is to use
fractals. Fractals are geometry methods which use procedures and not mathematical
equations 10 model objects like mountains, waves in sea, etc. There are various kinds
of fractals like self-similar, self-affined, etc. This topic is quile interesting but is out of
the scope of this unii. Now, le1 us discuss Bezier curves, which is a Spline
approximation method developed by the French engineer Pierre Bezier for use in the
design of Renault automobile bodies. Bezier splines have a number of properties that
ma'e them highly useful and convenient for curve and surface design. They are also
easy 10 implement, For these reasons, Bezier splines are widely available in various
CAD systems, in general graphics packages (such as GL on Silicon Graphics ]
sysiems), and in assorted drawing and painting packages (such as Aldus Super Paint
and Crickel Draw). N

Relore going into other details of the Bezier curves, we should learn something abour
the concepl of Spline and their representation. Actually Spline is a tlexible strip used
w produce a smooth curve through a designated set of points known as Control points
{ 1115 the stvle of titting of the curve between these two points which gives rise to
Interpolation and Approximation Splines). We can mathematically describe such a
curve with a piccewise cubic Polynomia’ function v*hose first and second derivatives
are contintous across the vartous curve seetions. In compulter graphics, the term spiine
Curve now refers to aiy composite curve formed wita polynomial sections satisfyine
specified continuity condilions (Parametric continuity and Geometric continuity
conditions) at the boundary of the pieces, without fulfilling these conditions no two
curves can be joined smoothly. A spline surface can be described with two sets of

T
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arthogonal spline curves. There are several different kinds of spline specifications that
are used in graphics applications. Each individual specification simply refers to a
particular type of polynomial with certain specified boundary conditions. Splines are
used in graphics applications to design curve and surface shapes, to digitize drawings
for computer storage, and to specify animation paths for Lhe objects or the camera in a

-scene. Typical CAD applications for splines include the design of automobile bodies,

aircraft and spacecraft surfaces, and ship hulls.

We have mentioned above that it is the style of fitting of the curve between two
control points which gives rise to Interpolation and Approximation Splines, i.c., we
can specify a spline curve by giving a set of coordinate positions, called control
points, which indicates the general shape of the curve. These controt points are then
fitted with piecewise continuous parametric polynomial functions in one of two ways.
When polynomial sections are fitted so that the curve passes through each control
point, the resulting curve is said to interpolate the set of control points. On the other
hand, when the polynomials are fitted to the general control-point without necessarily
passing through any control point, the resulting curve is said to approximate the set of
control peints. Interpolation curves are commonly used to digitize drawings or 1o
specify animation paths. Approximation curves are primarily used as design lools to
structure object surfaces. :

A spline curve is defined, modified, and manipulated with operations on the control
points. By interactively selecting spatial positions for the control points, a designer
can set up an initial curve. After the polynomial fit is displayed for a given set of
control points, the designer can then reposition some or all of the control points to
restructure the shape of the curve. In addition, the curve can be translated, rolated, or
scaled with transformations applied to the control points. CAD packages can also
insert extra control points to ajd a designer in adjusting the curve shapes.

1.4.1 Bezier Curves

Bezier curves are used in computer graphics to produce curves which appear
reasonably simooth at all scales. This.spline approximation method was developed
by French engineer Pierre Bezier for automobile body design. Bezier spline was
designed in such a manner that they ar¢ very useful and convenient for curve and
surface design, and are easy to implement Curves are trajectorics of moving points.
We will specify them as functions assigning a location of that moving poinl (in 2D or
3D} to a parameter t, i.e., paramelric curves.

Curves are useful in geometric modeling and they should have a shape which hasa
clear and initive relation to the path of the sequence of contro! points. One family of
curves satisfying this requirement are Bezier curve.

The Bezier curve require only two end points and other points that contro! the
endpoint tangent vector.

Bezier curve is defined by a sequence of N + 1 control points, Py, Py.. . .. .. We
defined the Bezier curve using the algorithm (invented by DeCasteljearn), based on
recursive splitting of the intervals joining the consceutive contral points.

A purely geometric construction for Bezier splines which does not rely on 2ny
polynomial formulation, and is extremely casy to understand. The DeCasteljean
method is an algorithm which perfonns repeated bi-linear inlerpolation 1o cormpute
splines of any order.

TTITTT L it
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De Castcljeau algorithm: The control points PO, P1, P2 and P3are jojned with line
segments called ‘control polygon', even though they are not really a polygon but

rather a polveonal curve.

B{n=

Figure 10

Each of them is then divided in the same ratio t : I- ¢, giving rise to the another
points. Again, each consecutive two are joined with line segments, which are
subdivided and so on, until only one point is left. This is the location of our moving
point at time t. The trajectory of that point for times between 0 and 1 is the Bezier

curve.

A simple method for constructing a smooth curve that followed a control polygon p
with m-1 vertices for small value of m, the Bezier techniques work well. However, as
m grows large {m>20) Bezier curves exhibit some undesirable properties.

direction

tireclign
&nd puint

Figure 11 {b}: All sorts of curves
can be specified with different
direction vectors =t (he end

points

Figure 11 (2} Beizer curve defined by its endpoint vector

Figure 11 (c): Refllex curves appear when you set ihe vectors i differeat directions

In general, a Bezier curve seclion can be fitled to any number of control points. The
number of control poinis to be approximated and their relative positions determine the
degree of the Bezier polynomial. As with the interpolation splines, a Bezier curve can
be specified with boundary conditions, with a characlerizing matrix, or with blending
function. For general Bezier curves, the blending-function specification is the most

coivenient.

Suppose we are given'n + 1 control-point positions: p, = (x,,¥y,Z; ), with k varying
from 0 to n. These coordinate points can be bjended to produce the following position
veclor P(u), which describes the path of an approximating Bezier polynomial function

between p, and p,. - e i

-l . L

Curves
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P@)= p,B, @), 0Sux] (1)

kwD
The Bezier blending functions B, ,(u) are the Bemstein polynomials.

H | -t

B, (w)=C(nku'(1~u)"* (2)
Where the C(n, k) are the binomial coefficients: ) .

nt
C(n, ]L’) = nCx = I'-(n—-_k)'

equivalently, we can define Bezier blending funciions with ilhe recursive calculation

B, (wy=(1-u)B,, (u)+uB,_ (), n>kzl 'CH)

with BEZ,, =u*,and B, =(- u)*. Vector equation (1) represents a set of three
paramelric equations for the individual curve coordinates:

X)) 5, B,,, (1)

k=0 .

Y)Y y,8, . @) )

k=0

:(u)i 7B, ()

As anule, a Bezier curve is a polynomial of degree one less than the number of control
points used: Three points generate a parabola, four points a cubic curve, and so forth.
Figure 12 below demonstrates the appearance of some Bezier curves for various
selections of control points in the xy plane (z = 0). With certain conirol-point
placements, however, we obtain degenerate Bezier polynomials. For example, a
Bezier curve generated with three collinear control points is a straight-line segment.
And a set of control points that are all at the same coordinate position produces a
Bezier “curve” that is a single point.

SmRemLape—rTe— Do

Bezier curves are commonly found in painting and drawing packages, as well as CAL
system, since they are easy 10 implement and they are reasonably powerful in curve
design. Efficient methods for determining coordinate position along a Bezier curve
can be set up using recursive calculations. For example, successive binomial
coefficients can be calculated as shown below through examples of two-dimensional

' Bezier curves generated from three, four, and five control points. Dached lines
connect the control-point positions.

Fipure 12



Note:
1) Bezier Curve: P(W) = > p1 B it eveveeneecen, (1)
L =0 )
Where By (u) = e, ut - 2)
C(n,i)=nC, = ! — 0<uxl
_ i(n=0)
2} Cubic Bezier curve has n=3:
1

SP@)=3 piBi i) (3)

FEL]
=po By, o (u) + p; By, ; (u) +P:_BJ. 2{u) +py By, 3 (u)

Now,_lets find By, o (u), By, | (u), B;, 2 (u), By, 5 (u) using above equation

Bmi(u): 'nc;. ui(l __u)ﬂ'l

a) By o(u)="Co u® (1-u)*~?

- 3 RC TP
oG ooy e -0
3 [ '_‘,_'|= 3! . 2
b) By, (u)="C u’ (I —u) “(3_1)!u(1 u)
=3u(l —u)’
|
c) B;,, (u)=’Cyu? (l—U)3_2=ﬁ w? (1 —u)
=3u* (1 —u)
N . [P PR T 3! 3
d) By, 3(u)="Cyu (1 —u) 3!(3_3)!11

' Using (a), (b), (c) & (d) in{5) we get

P)=po (! - u) +3pu(l -u) 3p,u’ (1 —u) + p, v

Example 4: | Given po (1. 1): p; (2, 3); p2 (4, 3); ps (3, 1) as vertices of Bezier curve

determine 3 points on Bezier curve?
Selution: We know Cubic Bezier curve is
Pwy=3 piBs:u)
= P (u)=po (I fz)’ +3pyu (L —uy +3psu (1 —u) + pyu?
Py=(, D -uf +32,3ul—ul+34,3) v’ -u)+3, Dd’.
we choose different values ofu from 0 to 1.

u=0: P@=(, DI -0F+0+0+0=(1.1)

u=0.50 P05y = (, 11 -0.543(2, 3)(0.55 (1 - 0.5) 4 3 (4, 3X0.5)%(I - 0.5)4(3.1)

(0.5)°

={1, 13 (0.5 + (2, 3) (0.375) = (0.375) (4. 3) + (3, 1) (0.125)
={0.125,0.123) -+ (0.75,1.125) 5 (1.5, 1.125) = (1.125, 0.{ 25)

P (0.5)=(3.5,2.5)

v=i: P(1J=0+0+0+(3,1).1°
=3, 1)

Curtes
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Three points on Bezier curve are, P (0) = (1, 1); P (0.5) = (3.3, 23)and P (1)=3, I}

1.4.2 Properties of Bezier Curves

A very useful property of a Bezier curve s that it always passes through the first and
last control points. That is, the boundary conditions at the two ends of the curve are

P(0)=p,
P()=p,

T T VI eI

Values of the parametric first derivatives of a Bezier curve at the end points can be
calculated from control-point coordinates as !

P'(O):Tn]?D +np,
Pl(l)=_npn—l + npn

Thus, the slope at the beginning of the curve is along the line joining the first two
control points, and the slope at the end of the curve is along the line joining the last £
two endpoint. Similarly, the parametric second derivatives of a Bezier curve at the
endpoints are calculated as

P"(0)=mn - D{(p; - p,) = (p1 - po)] |
P”(]) = n)n - l)[(Pn—z —Paa ) - (pn-l - pn)]

Another important property of any Bezier curve is that it lies within the convex hull
(convex polygon boundary) of the control points. This follows from the propertiés of
Bezier blending functions: They are all positive and their sum is always I,

i B, ,(0)=1

so that any curve position is simply the weighted sum of the control-point positions.
The convex-hull property for a Bezier curve ensures that the polynomial will not have
erratic oscillations.

e

S ETETAreT v nie-

Po~ Ps
P g - oP P
;
I
i
e
: o P2
"
D
Figure 13 {2): Shows closed Figure 13 (b): Shows that 2 Bezicr curve can be made 1o
Bezier carve gencrated by speciflying the pass closer to a given coordinate position
fzrst and last contral points at the same location by assigning mullipte control peints to
_ that position,
Note:
1) Generalising the idea of Bezier curve of degree at n based on n+] control point
poO......pn
(3= Py
P(1) =p,
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Values of parametric first derivates of Bezier curve at the ehd points can be and Surfaces

calculaied from control point

Coordinates as
P(0)=-nPy+n P, -
P’(1)=-nP,.;. nP,

Thus, the slope at the beginning of the curve is along the line joining two contro!
points, and the slope at the end of the curve is along the line joining the last two
endpoints. :

2} Convex hull; For 0<t < 1, the Bezier curve lies entirely in the convex hull of its
control points. The convex hull property [or a Bezier curve ensures that
polynomial will not have erratic osciflation.

3) Beziercurves are invariant under affine transformations, but they are not invariant
under projective transformations.

4) The vector tangent to the Bezier curve at the start (stop) is parallel to the line
connecting the first two (last two) control points.

5) Bezier curves exhibit a syrimetry property: The same Bezier curve shape is
obtained if the conirol poinis are specified in the opposite order. The only
difterence will be the parametric direction of the curve. The direction of
increasing. parameter reverses when the control points are specified in the reverse
order.

6) Adjusting the position of a control point changes the shape of the curve in a
“predictable manner”. Intuitively, the curve “follows™ the control point.

There is no local control of this shape modification. Every point on the curve (with
the exception of the first and last) move whenever any interior control point is moved.

Following examples prove the discussed properties of the Bezier curves

Example 5: To prove: P (4 =0) = pp -
Solution: L P(w)= Y piBn, i)
=0 .
_= pDBmD(u).'-pl Bml(u) +-----:+pn an(u) --------------- (I)
B.i{u) = n. u' (1 ~u)™"’ R
!

N 1
Brs (1) = g o (1=0)"™ = GEman 1.0 - = (-

0i(n—
Bo (W= g 0" (F— )" = — Ty (1)
. ! . i{n-1!
We observe that all terms expect B,,o (u) have multiple nf_ui {i = 0 to n) using these
terms with u =0 in (1) we get,

Pu=0)=py(1=0V+p.0.(1-0"".n+0+0+..... +0

P (u=0)=pg Proved

Example 6: To prove P (1)~ p,

Solution: As in the above case we find each term except By, » (u) will have multiple
of (I - uY (i =010 n)so using u =1 will lead 10 result = 0 of all terms except of B,,, »

(ll).
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P(u—[]=pu.0+p|.0+ ....... +pn_ln
Example 7: Prove: Z Bn:=1
i
Solution: By simple arithmetlic we know,
[(I=w}+ul*=1"=1.ccooirnrn, (€))]
expending LHS of (1) binomially we find
[A-w}+ul"=n, (I-u)+n, u(l-uy"'+n u(l ~uY"H L +n
<o G G

T

= Z e, u' (I —u)"*

=0

[(}—u)+u]"= i Bo,ifu) oooienie, (2)

Ia0

by (1) & (2) we get

S Boi(w=|
=0

Note: Proof of {v:iowing properties of Bezier curves is left as an exercise for the
students

P' (@) =n(p: - po)

P (1)=n(pn= Pt} =1 (P — Pn-1)
P"(@}=x(n-1)(po—2p, +p2)
PP =nm-1){pa—2pa_i +pa_2)

Ta ensure the smooth transition from one section of a piecewise parametric curve or
any Bezier curve to the next we can impose various continuity conditions at the
connection point for parametric consinuify we match parametric derivatives of
adjoining curve section at their common boundary.

Zero order parametric continuity described by C° continuity means curves are only
meeting as shown in Figure {4 while frst order parametric continuity referred as C'
continuity, means that tangent of successive curve sections are ecua) at their jeiniag
point, Secend order parametric continuity or C* continuity, means that the paramelric
derivatives of the two curve sections are equal at the intersection. As shown in
Figure 14 bzlow first order contiruity have equal tangent vector but magnitude

m2ay not be the samie. .
C* continuity C' & C" & C? camtinuity

i3 (=) Second order parameiric connnzin-
cuve 12 (a . . L. Cimire 14 (i)

(e & () conlinuily . Figure 14 (k)
i #-“_H_'““-—-\__

_ AT

l"“‘h—..__‘
wirsi nrder paramedric continuity
Fraure 14 {c}

2%
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With the second order continuity, the rate of change of tangent vectors for successive
seclion are equal ai intersection thus result in smooth tangent transition from one
seclion to another.

First order continuity is often used in digitized drawing while second order continuity L
is used in CAD drawings. !

Geomelric continuity is another method to join two successive curve sections, G° i
continuity is the saime as parameiric continuity {i.e., two curves sections to be joined
musi have same coordinate position at the boundary point) i.e., curve section are
joined together such that they have same coordinates position at the boundary point.
First order peometric continuity G means that the tangent vectors are the same at
join point of two successive curves i.e., the parametric first derivative are
propertional at the intersection of two successive sections while second order
geometric continuity is G° means that both first and second order parametric derivates
of the two curve sections are proportional at their boundary. In G* curvature of the
two successive curve sections will match at the joining position

Note:

1} The joining point on the curve with respect to the parameter based en
second derivates of Q(t) is the acceleration. While the Q’(€) Is an tangent
vector stating velocity. i.c., the tangent vector gives the velocity along the curve .
the camera velocity and acceleration at join point should be continuous, to avoid
Jjerky movements in the resulling animation sequence.

2) Curve segment having a continuity C' implies the G' continuity but the =
converse is gencrally not true. That is, G' curves are less restrictive than the C' , so
curves can be G' but not necessarily C'

Rl LEDEE

Curves such as Spline curve, cubic spline curve are curve fitting method used 1o
produce a smooth curve given a set of points throughout out the path weight are
distributed. Spline is used in graphics to specify animation paths, to digitize drawings
for computer storage mainly CAD application, use them for automobile bodies design
in aircraft design, etc.

Spline curve is constructed using Control points which control the shape of the curve
Spline curve is a composite curve formed with sections which are polynomial in
nature. These pieces are joined together in such a manner that continuity condition at
boundary is maintained. A piecewise parametric polynomial section when passes
through each control peint curve is known to Interpolate the set of control points
refer Figure 15. On the other hand when polynomial is not fitted to the set to very
control point it is known to approximate the set of control points.

¥(t)
x(t)
I"fgurc 15 (2): Interpolatine curye Figure 15 (b): Approeximating Curve
Note: il P (u)— = Bezier curve of order n. and  Q (u) — Bezier curve of order m
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and Rendering Then Continuities between P(u) and Q(u) are:

I) Positional continuity of 2 curves

PWw=3 piBu&QW=7,8,,u

ied FL
is Dn =qo L

2) ¢! continuity of 2 curve P (u) & Q (u) says that point p,_ |, p, on curve P{u) and
Qo, Q. points on curve Q(u) are collinear ij.e.,

n(pn_pn—l)=m(ql _qo)
n

¢ =q,+—(p,—P..)
m

=dp =dg
du u=] dV vl

G" continuity of 2 curves P(u) & Q(u) at the Jjoining namely the end of P(u) with
the beginning of q(n) is:

pn = qD .
n(p, —p,,)=hklg, —q,), where k is a constant & k > 0

D Pan Py =80y are collinear i
|

3) ¢2 continuity:
a) C continuity

b) m(m—1)(q~2q, +qm)
=n(n~1}(Po—2Pn- t + Pa-2)

———= T

1.€., POIRS Pu_2, Pn-1, Pa of P(u) and points qo , q;, g2 of Q(u) must be collinear

further we can check whether both first and second order derivatives of two curve
sections are the same at the intersection or not i.e.,

dp = dg
du = dV v
and

d'p = d’g
ﬂgu"! dvzv’ﬂﬂ

if they are same we can say we have C? continuity

MNote: similarly we can define higher order parametric continuities

BExample 8: An aniination snows a car driving along a road which is specified by a
Bezier curve with the following control points:

X [ofs a0 50 |

vo oo s s

24
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The animation fasts 10 seconds and the key frames are to be computed at 1 second and Surfaces

intervals. Calculate the position of the car on the road at the start of the 6th second of
the animation.

Solution: Using similar methods to the previous exercise we can calculate the
blending functions as:

Bo; = 310! x (3-0)D) u°(1 - w)® P = 10’1 - u)’ = (1 - w)®
By, =311 x - u'(l -u) " =30'(1 - u)* = 3u(l - u)?
By = 312! x (3-2)1) u*(1 - u)®? = 3u*(1 - u)’ =3u’(l - )
By =3YE x B3N (1 - u)® ¥ = 10’1 - u)’ = o

BN —

The function x(u) is equal o x{u) = Zkak where k=0,1,2,3

X(u) = Zkak = XBes + xBsy +  xBy o+ xBsj
= (O - w + 5 [Bu(l - u’] + 40 [3u¥(] - uw)] + 50 o
= 15u(1 - u)* + 120u’(1 - u) + 50u°

similarly y(u) = . YoBos + yiBs + Y21B13 + ¥aBs3
= (01 - ) + 40 (Bu(l - w] + 5 [Bu’U - w)] + 15 o’
=120u(1 - u)’ + 15u%(1 - u) + 150°

At the start of the sixth sccond of the animation, i.e., when u=0.6, we can use these
equations to work out that x(0.6) = 29.52 and y(0.6) = 16.92.

The path of the car looks like this

1 1 I ] 1 3 I | 1 1

1 1 1 i 1 1 1 I 1 f

1 1 I ] 1 1 i 1 1 1

1 1 ! 1 ! ! 1 1 1 !
apf—==—g~=o—- J--—-- Fm--=- tm-—-- T-—--- Tommedm—- S el === 1
! 1 1 1 t 1 1 1 i i
Y O D A N SN S mals sk
L i S B e St
1 1 1 1 1 1 1 1 1 1
BTt H T [ R B H T H
L e B e e s
L f__1 (- 1 i b S e 4 d L
15 T T ; T P = .
10F RN T —— | S : _____ N P Ao A | _____:
; ! FTT : T L .

5 TTTATT TSy i it Te~-—- r----= | it ity s g T
0 } ] : 1 L 1 : ! r i
0 5 10 15 20 25 30 35 40 45 50

Figure 16

i.4.3 Bezier Surfaces

Two sets of Bezier curve can be used to design an object surface by specifying by an
input mesh of control points. The Bézier surface is formed as the cartesian product of
the blending functions of two Bézier curves.

P =33 p,.B,. (B, )

=0 =0
with p,, specifying the location of the {m + 1) by (n + 1) contro! points,

The corresponding properties of the Bézier curve apply to the Bézier surface.

‘The surface does not in generat pass through the contol points except for the corners
of lhe control point grid.

The surface is contained within the convex hull of the cortrol points, . .

Semim— ey -
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Figure 17

The control points are connecled via a dashed line, and solid lenes shows curves of
conslant u and constant v. Each curve is ploted by varying v over the interval from 0
to I, with u fixed at one of the values in this unit interval curves of constant v are
plotted,

Figures (a), (b), {c} illustrate Bezier surface plots. The control points are connected by
ciashed lines, and the solid lines show curves of constant # and constant v. Each curve
of constant = is plotted by varying v over the interval from 0 to 1, with u fixed at one
of the values in ihis unit interval, Curves of constant v are plotted similarly.

e

..-‘"'-—FF.-...- ) T

>
Figure 18 (a) Figure 18 (L)

Bezicr surfaces constructed for m=3, n=3, Bezier surfaces constructed for m=4, n=4.

Dashed lines connect the control points Dashied lines connect the control points.

Boundt\f Line

L2

) Figure 18 (c)
Composite Bezier surface constructed with two
Bezier sections, joined at the indicated boundary line

"“““L--“ - The dashed lines connect specified control pointe.
-

in Migare top lirst-order continuity i~ established by making she ratie of lengih Ly o
iengtl L, constant for cach coilinear line of control paints avross the boundary
between the surface sections, Figure (¢) also itlustrates a surface formed with two
Bezier sections, As with curves. a smooth transition [ror one section ta the other iz
assuicd by establishing boifi wero-order and first-order continuity ai the boundary finc.
Zerc-order continuity is obtained by matching contrel poinis at the boundary. First-

e i e



order continuity is obrained by choosing control points along a straight line across the ol
boundary and by maintaining a constant ration of collinear line segmenlts for cach set
of specified control points across section boundaries.

& Check Your Progress 3 -
l} Based on the Bezier curve definition, derive the equation of the 3 point Bezier
curve defined by the following control points. (-1,0), (0,2), and (1,0).

2) Discuss how a Bezier surface is created. In particular Jiscuss
(a) The basic structurz of a Bezier surface.
(b) What blending [unction is used.

1.5 SURFACE OF REVOLUTION

In the above sections we have learned various techniques of generating curves, but if
we want to gencrate a close geomeltry, which is very symmetric in all the halves, i.c.,
front back, top, botlom; then it will be quite difficult for any person by doing it
separately for cach half. Under such a situation the concepl of surface revolution is
quite usefu!, because it helps in producing graphic objecis such that they are very
symmetsic in ¢very half. These geometries produced after Surface revolution are also
known as Sweep Representations, which is one of the solid medeling construction
techniques provided by many graphic packages. Sweep representations are useful for
conslructing three-dimensional objects that possess translational, rotational, or olher
symmelrics. We can represent such objecis by specifying a two-dimensional shape
and a sweep thal moves the shape through a region of space. A set of (wo-dimensional
primitives, such as circles and reclangies, can oe provided lor sweep representations
43 teit opitens. Olher methods for oiaining (wo-dimensional figures include closed
spline-curve constructions and cross-sectional slices ol solid objects. Let us discuss
this simple techuique of gencrating symmetric objects.

Say we are having a poinl P(x1,y1) in the X-Y planc {not at origin); if we make that
point to revolve abow Z axis then the point will trace circular geometry. Similarly, if
the basic curve subjected to revolution is a Line segment then it will produce a



AModeling
and Rendering

K l‘. f\

cylinder (symmetric about the axis of revolution). Therefore, different base curves we
will get different surfaces of revolution, e.g.,

i} Base Curve: say just a point when it rotates about x axis it will trace a circular

surface of revolution. )
{Base curve: a point

surface of revolution:

Figure 19

ii) If base curve = a line segment parallel to the x axis then a cylinder will be traced

as a surface of revolution. {Base curve: straight line surface

y . .
of revolution: cylinder}

z Figure 20
iii) If the line segment is inclined with one end point at the origin then a cone will be

{Base curve: a point surface of
revolution: Circle}

S P
Y
HH

= Flgure 21
iv) If a semi-circle is rotated then a sphere is traced.
b4

{Basc curve: semi-circle
surface of revolution

Sphere

Figure 12
By this noment } hope it will be clear te you how a simple revoiution of curve abour
any axis simplifies the creation of symmetric geometrics You may use combination of
buasic curves o generate complex geometrics, Now let us discuss the mathemalics
tohind such creations,

P

R



How to find surface of revolution: Say there is an arbitrary base curve which when
rotated about x-axis traces an arbitrary surface of revolution about the axis it is
revolving

Surface of Revolution
- Figure 23

To find surface of revolution consider a point. (x, y, z) on base curve. Say curve is to
revolve about x-axis => Rotational transformation about x-axis is to be applied 10 (x,

»z).

1 0 0
(%, ¥,2)> [0 cos® sinB|:0<0x<2m
0 —sin@ cos@

As the revolution is about X axis so it has to be conslant, [or each section of the
complete curve (you may change this value of X in steps, as you do in any
programming language “X++; hence 2 continuous, symmelric curve of any arbitrary
shape will be available).

| 0 ]
=X %2>y, 0|0 cos8 sing|;0<6<2n
0 -sin® cosB

= (%, ¥, 2) = {x, y cosB, y sin 8). These points trace surface of revolution about x-
axis.

Note: a) if a point on base curve is given by parametric form, i.e., ({u), y{(u), 2(x))
then, surface of revolution about x-axis will be
x(2e), ¥(22), 2(2)] - [x(z), y(u) cos 8, (k) sin 8]

0<u=<l; 0<0< 2%,

b} Tracing an image involves movement of points from one place to another,
i.e., ranslational transformation is to be used. If (x, ¥, z} is a point on a base
curve then moving the respective points on base curve from one place to
other traces an image.

¢) If d = the direction in which curve is tc bc moved and
v = scalar quantily represeniing the amount by which curve is to be
shified.
Displacing the curve by amount vd , the curve will be traced at a new
position or is swept to a new position.

Curves
and Surfaces
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(x(x), (1), z(u)) — coordinate points of base curve in parametric forn

(u—>parameter) B
(x(u), Y20, 2(u)) —> (x(u), ), 2(u) ) + v d
0<usgl; Gd<svsl,

In general, we can specify sweep constructions using any path. For rotational sweeps,
we can move along a circular path Lthrough any angular distance from 0 to 360°. For
nencircular paths, we can specify the curve function describing the path and the
distance of ravel along the path. In addition, we can vary the shape or size of the
cross section along the sweep path. Or we could vary the oricntation of the cross
section relative to the sweep path as we move the shape through a region space.

Figure 24 illustrates construction of a solid with a translational sweep. Translating the
contro! points of the periodic spline curve in (al) generates the solid shown in (b}
whose surface can be described with point function P(z, v).

AN
P{u)

i ®p P(u, v) 1

Figure 24 (a) Figure 24 {b)

Figure 25 illustrates Construction of a solid wilh a rotational sweep. Rotating the
control pints of the periodic spline curve in (a2) about the given rotation axis
generates the solid shown in (b2), whose surface can be described with point function

P(xu, v).

Ax:s of Rotatton

Pi Pz
: : P(u, v}
O
P{u)
et é ,
Po b —
Kigure 25 (a) Figure 25 (b)

In the =xample of object shown in Figure 25, he designing is done by using a
rotational swecp. This time, the periodic spline cross-section is rotated abou! an axis
af rolatien specified in the plane of the cross-sectien to preduce ihe wirsframe.

B B
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Any axis can be chosen for a rotational sweep. If we use a rotation axis perpendicular
to the plane of the spline cross-section in Figure 25(b) we generate a two-dimensional
shape. Bul if the cross section shown in this figure has depth, then we are using one
three-dimensional object to generate another.

1.6 SUMMARY

This unit has covered the techniques of generating polygons, curves and closed
surfaces. Under those techniques we have discussed various polygonal
representational methods like tables, equations. Under the section of curves and
surfaces after having bricf discussion on mathematical representations of the curve
through polynomial and parametric equation we have discussed the topic of Bezier
curves and their applications. In the end of the unit we have discussed the concept of
surface of revolution, which helps in generating 2D and 3D surfaces from 1D and 2D

geometries.

1.7 SOLUTIONS/ANSWERS

Check Your Progress 1

1) . So far as the accomplishment of the iask to draw a polygon surTacg s
concemed, it can be done with the help of Veriex table and Edge table but then
there is a possibility that some edges can be drawn twice. Thus, the system will
be doing redundant processing for the display of object. Hence the time of
execution of task increases. ’

2)  This axtra information will help in rapid identification of the common edgces
between the polygen surfaces. This information in tumn provides useful support
in the process nf surface rendering, which can be done smoothly when surface
shading varies smoothly across the edge from one polygon surface to the next.

3)  Yes, we can expand the verlex 1able, the additional information in the table will
help in cross-referencing the vertices with cerresponding edges. This wili help
in reducing he redundant precessing of a vertex information asscciated with a
polygon surface, hence reduces the execation time.

4)  The more the information, the easier to check the error, if precisely all

information is available in the iable then you need not waste time in calculations
and other tasks to diagnose an error in the polygon representation.

53} Left for the studeat to do.
Check Your Progress Z
1 Left as an excreise.

2) Lel as an exercise.

Curves
and Surfaces
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1} To make the maths easier to understand we will first calculate the valuess of the
blending function By,, By, and Ba,.

Boz = 21/(0!x (2 - )N v(1 - u)* = 1u°(1 — u) = (1 - u)?
Bz =2M(0Ix 2 - 1D w'(l - u)*™ = 20'(1 —u)' = 2u(f ~ u)
By =210 x (2 - 2)H v*(1 —u)*? = 1ol —u)° = u?

We can therefore obtain the following equations.

x(u) = E'KRBI: = XoBoz + XB12 + x2By,
= (= 1) —u)® + 0 {2u(] - u)] + 1u?
=2u-1 similarly y(u)

y{u)= E}’kﬁx = YoBoz + ¥, B2 + y;:Bz
=(0X1 —uy* +2 [2u(] - w)] + O’
=4u(]l —u)

2) a) A Bezier surface is a surface formed by two orthogonal Bezier curves such
that they form a mesh of control points. Computing the value of each curve for a
- constant value of u, will produce the control points for the columns run across
the curves,

b) The same blending function is used for Bezier surfaces that is used for Bezier

m n
splines. The equation for a surface is P(u,v) = Zzpj.k Bj_m (V)Bk_n (u)
j=0 k=0

v
a7
R
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UNIT 2 VISIBLE-SURFACE DETECTION

Structure Page Nos.

2.0 Intreduction 33

2.1 Objectives 35

2.2 Visible-Surface Detection 35
2.2.]1 Depth Buffer (or z-buffer) Method 36
2.2.2 Scan-Line Method 40
2.2.5 Area-Subdivision Method 43

2.3 Summary 47

2.4 Solutions / Answers 48

2.0 INTRODUCTION

Given a set of 3-D objects and a viewing position. For the generation of realistic
graphics display, we wish to determine which lines or surfaces of the objects are
visible, either from the COP (for perspective projections) or along the direction of
projection (for parallel projections), so that we can display only the visible lines or
surfaces. For this, we need to conduct visibility tests. Visibility tests are conducted to
determine the surface that is visible from a given viewpoint. This pracess is known as
visible-line or visible-surface determination, or hidden-line or hidden-surface
elimination.

To illustrate the concept for eliminating hidden-lines, edges or surfaces, consider a
typical wire frame model of a cube (see Figure ). A wire frame model represents a
3-D object as a line drawing of its edges. In Figure I(b}, \he dotted line shows the
edges obscured by the top, lefy, front side of the cube, These lines are removed in
Figure I{c), which results in a realistic view of the object. Dependirzon the specified
viewing position, particular edges are eliminated in the graphics display. Similarly,
Figure 2(a} represents more complex model and Figure 2(b) is a realistic view of the
object, after removing hidden lines or edges.

'
I
1

N

Figurel (a) Figurel (b) Figure I{c)
DN
Figure 2(a) Figure 2(b)

There are numerous algorithms for identification of visible objects for different types
of applications. Soine metheds require more memory, some involve more processing
time, and some apply only to special types of objects. Deciding upon a method for a

e
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narticular application can depend on such factors as the complexity of the scene, type
of objects to be displayed, available equipment, and whether static or animated
displays are to be generated. These requirements have encouraged the development of
carefully structured visible surface algorithms.

“here are two fundamental approaches for visible-surface determination, according to
vnether they deal with their projected images or with object definitions directly.
these two approaches are called image-space approach and object-space approach,
saspectively. Object space methods are implemenied in the physical coordinate system
1 which objects are defined whereas image space methods are implemented in screen
coordinate system in which the objects are viewed.

in both cases, we can think of each object as comprising one or more polygons {or
more complex surfaces). The first approach (image-space) determines which of n
objects in The scene is visible at each pixel in the image. The pseudocede for this
approach looks likg as:

Sfor(each pixel in the image)
{
detarmine the ohject closest to the viewer that is passed by the projector
thirough rhe pixel;
draw the pixel in the appropriate color;
J

This approach requires examining all the objects in the scene to determine which is
closest to the viewer along the projector passing through the pixel. That is, in an
image-space algorithm, the visibility is decided point by paint at each pixel position
on the projection plane. If the number of objects is ‘n’ and the pixels is ‘p’ then effort
is proportional to n.p.

The second approach (object-space) compares all objects directly with each other
within ihe scene definition arid eliminates those objects or portion of objects that are
"not visible. In tenns of pseudocode, we have:

Jor feach object in the world)
[

L
determine those parts of the object whose view iy unobstructed (not block-ds

by other
parts of it or any viher alyect;
drmw those parts in the appropriate color!

}

This approach compares each of the n objects to itself and 10 the nther cbjects, and
discarding invisible portions. Thus, the computational effort is propuctional (o n°,

image-space approaches require two buffers: one for storing the pixe! intensities and
another for updating the depth of the visible surfaces from the view planc,

in this unit, under the categories of image space approach, we will discuss two
metheds, namely, Z-buffer (or Depth-buffer) method and Scan-tine method. Ameng all
the algorithms for visible surface determination, the Depth-buffer is perhaps the
stmplest, and is the most widely used. Z-byffer method, detects (b2 visible surfaces 5
comparing surface depths (z-values) at each pixel position on i projection plane. In
Sear-line method, all polygen surfaces intersceling the scan-line are examined to
determine which surfaces are visible on the basis of dzrith colculations from the view
plane, For scencs witlo more than one thousand polygon surfaces, Z-pulicr method is
lhe best choice. This method hus nearly constand procussing time, independent of

o

T



number of surfaces in a scene. The performance of Z-buffer method is low for simple
scenes and high with complex scenes. Scan-line methods are effectively used for
scenes with up to theusand polygon surfaces.

The third approach often combines both object and image-space calculations. This
approach utilizes depth for sorting (or reordering) of surfaces. They compase the depth
of overlapping surfaces and identify ene that is closer to the view-plane. The methods
in this category also use image-space for conducting visibility tests.

Area-subdivision method is essentially an image-space method but uses object-space

calculations for reordering of surfaces according to depth. The method makes use of
arca coherence in a scene by collecting those areas that form part of a single surface,

In this methed, we successively subdivide the total viewing area into small rectangles
until each small area is the projection of part of a single visible surface or no surface

at all.

2.1 OBIJECTIVES

After going through this unit, you should be able to:

= understand the meaning of Visible-surface detection;

» distinguish between image-space and object-space approach for visible-surface
determination;

+ describe and develop the depth-buffer method for visible-surface determination;

o describe and develop the Scan-line method for visible-surface determination, and

s describe and develop the Area-Subdivision method for visible-surface
determination.

2.2 VISIBLE-SURFACE DETECTION

As you know for the generation of realistic graphics display, hidden surfaces and
hidden lines must be identified for elimination. For this purpose we need to conduct
visibility tests. Visibility tests try to identify the visible surfaces or visible edges that
are visible from a given viewpoint. Visibility tests are performed by making use of
either i) object-space or ii} image-space or iii) both ebiect-space and image-spaces.

Objeci-space approaches use the dircctions of a surface normal w.r.i. a viewing
direclion to detect a back face. finage-space approaches utilize two buflers: one for
storing the pixel intensities and another for updating the deplh of the visible surfaces
(rom the view plane. A method, which uses both ebject-space and image-space,
utilizes depth for sorting (or reordering) of surfaces. The methods in this category alsc
use image-space for conducting visibility tests. While making visibility tests,
coherency property is utilized to make the method very fast.

In ihis section, we will discuss three methods (or algorithms) for detecling visible
surfaces:;

¢  Depth-buffor method
e Scan-line method
o Arca subidivision nicthod

Depth-buffer method and Scan-line method come under the category of image-space,
and arca-subdivision method uses both object-space and image-space approach.

Visible-Surface
Detection

o
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2.2.1 Depth-buffer (or z-buffer) Method

Depth-buffer method is a fast and simple technique for identifying visible-surfaces.
This method is also referred to as the z-buffer method, since object depth is usually
measured from the view plane along the z-axis of a viewing system. This algorithm
compares surface dépths at cach pixel position (x,y)} on the view plane. Here we are
laking the following assumption:

» Plane of projection is z=0 plane
> Orthographic parallel projection.

For each pixel position (x,y) on the view plane, the surface with the smallest z-
coordinate at that position is visible. For example, Figure 3 shows three surfaces $1,
52, and 83, out of which surface S1 has the smallest z-value at {x,y) position, So
surface Sl is visible at that position. So its surface intensity value at (x,y) is saved in
the refresh-bufFer.

y-axis
s3 A
0
\ Display-serecn X=axis
\ X,¥)
9 %,y

Figure 3

Herc the projection is orthographic and the projection plane is 1aken as the xy-plane,
So, each (x,y,z) position on the polygon surfaces comesponds to the orthographic
projection point (x,y) on the projection plane. Therefore, for each pixel position (x,y)
on the view plane, object depth can be compared by comparing z-values, as shown in
Figure 3.

For implementing z-buffer algorithm two buffer areas (two 2-D arrays) are required,

1) Depth-buffer: z-buffer(i,j) , to slore z-value, with least z, among the earlier z-
values for cach (x,y) position on the view plane.
2) Refresh-buffer: COLQOR(i,j): for storing intensity values for each pogition.

We summatize the steps of a depth-buffer algorithm as foliows:

Given: A list of polygons {P1,P2,.....,Pn}.
Stept: Initially all positions (x,y) in the depth-buffer are set to 1.0 {inaximum depth)
and the refresh-buffer is initiatized to the background intensity i.e.,
z-bufferix y).=1.0; and
COLOR({x,y):= Backgr. nd color.

Step2: For cach position on cach pol ‘von surface (listed in the polygon table is ihen
processed (scan-converled), on. scan line at a time. Calculating the dentlr (7-
value) at each {¥.y) pixel position. The ~alculated depth is then comparad to b 2
value previously siered in the donth “uffer at that position io deiermine
visibility,

a) Ifthe calculated z-depth is less thar,  » value stored in the depth-buffer, the
new depth value is stored in the dey -buffer, and the surface intensily at
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Visible-
that position is deterrnmed and placed in the same (x,y) location in the D:s:éc:iosnurr“:

refresh-buffer, i.e.,

If z-depth< z-bujfer(x,y), then set
z-buffer(x,y)=z-depth;
COLOR(x,y)=lgfxy); /  where L,4{cy) is the projected intensity :
value of the polygon . : f
. surface Pi at pixel position (x,y). ' |

After all surfaces have been processed, the depth buffer contains depth values for the
visible surfaces and the refresh-buffer contains the corresponding intensity values for
those surfaces.

In terms of pseudo code, we summarize the depth-buffer algorithm as follows:

Given: A list of polygons (P1,P2,.....,Pn} .
Output: A COLOR array, which display the intensity of the visible polygon surfaces.
Initialize:
z-buffer(x,y).=0; and
‘COLOR({,y).= Back-ground color.
Begin
For (each polygon P in the polygon list) do {
For (each pixel (x,y) that intersects P) do {
Calculate z-depth of P at (x,y) :
If (z-depth < z-buffer{x,y]) then { :
z-buffer(x,y}=z-depth; .
COLOR(x,y)=Intensity of P at {x,y),

}
} .
display COLOR array. -
Calculation of depth values, z, for a surface position (x,y):
We know that for any polygon faces, the equauon of the plane is of the form:
- Ax+tBy+CztD=0 -—---—-——-—(1}, where A, B, C, D are known o us.
To caleulate the depth value z, we have to solve the plane equation (1) forz:
=(-A. x-B.y-D)YC - —2)

Consider a polygon in Figure 4 inlersected by scan-lines at y and y — | on y-axis. -
A

y /\ -
y oA scan-line y :

y—1 < ) scan line (y — 1) . -‘}?ﬁ_\-
AA '
b,
X x+l X=anis

" Figure 4

Now, if ai position (x, y) equation (2) evaluates to depth z, then at next position
(x+1,y) along the scan line, the depth z;; can be obizined as:

-



Modeling 2y =[-A.(x+])-B.y-DJ/C ——u-—(3)

and Rendering
From cquation (2) and (3), we have

z-zy =AJ/C

Zy “E-A/IC ———

(4)

The ratio —A/C is constant for each surface. So we can obtain succeeding depth values
across a scan-line from the preceding values by 4 single addition. On each scan-line,
we start by calculating the depth on the left edge of the, polygon that intersects that

scan-line and then proceed to calculate the depth at each successive position across the
scan -line by Equation-(4) till we reach the right edge of the polygon.

Similarly, if we are processing down, the vertical line x intersecting the (y—1)th scan-
line at the point (x, y-1). Thus from Equation (2) the depth z, is obtained as:

z~[-A.x-B.(y-1)-D)/C

=([-A.x-B.y-D}/C}+B/C

=z+B/C —eee—(5)
Starting at the top vertex, we can recursively calculate the x position down the left
edge of the polygon from the relation: x’=x-1/m, where m is the slope of the edge (see
Figure 5). Using this x position, the depth 2’ at (x’,y-1) on the (¥-1) scan-line is
obtained as:

.. “2’=[-A x’-B.(y-1) -D)/C

=[-A.(x~1/m) <B.(y-1) -D}/C

=z+(A/m+B)/C (6)

Since m=co for a vertical line, Equation (6) becomes equation (5).

. /)
y o —  scan-liney
v=-1 Q scan line {y—1)
| | .
X X ~ x-axis

Figure 5: Intersection position on successive scan lines along g lelt polygon edge
Thus, if we are processing down, then we can obtain succeeding depth values across a

scani-line from the preceding values by a single addition by using Equation (5), i.e.,
z,/7 zrBIC.

Thus, the summary of the above calculations are as follows:

e
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# You can obtain succeeding depth values across a scan-line from the D:sm;:i"r ace

preceding values by a single subtraction, i.e., z=2-A/C .

»  If we are processing down, then we can also obtain succeeding depth values
across a scan-line from the preceding values by a single addition, i.e.,
2’= z+(A/m+B)/C . In other words, if we are processing up, then we can
obtain succeeding depth values across a scan-line from the preceding values
by a single subtraction, i.e., z'= z- (A/m+B)/C.

The following Figure 6 summarizes the above calculations.

L S——
z'::z—.fiwm+vl‘3\'Ir
C

Figure 6: Successive depth values, when processing left to right or Pprocessing up across a scan-linc
Advantages (z-buffer metnod):

1) The z-buffer method is easy to implement and it requires no sorting of surface in a
scene.

2) In z-buffer algorithm, an arbitrary number of objects can be handled.because each
object is processed one at a time. The number of objects is limited only by the
computer’s memory 1o storc the objects.

3) Simple hardware implementation.

4) Online algorithm (i.e., we dont need to load all polygons at once in order to run
algorithm).

Disadvantages:

1) Doubles memory requirements (at least), one 101 z-buffer and one for refress-
buffer. '

2) Deyice dependent and memory intensive.

3} Wasted computation on drawing distant points that are drawn over with closer
points that occupy the same pixel.

4) Spends lime while rendering polygons that are not visible.

5) Requires re-calculations when changing the scale.

Example 1: How does the z-buffer algorithm determine which surfaces are hidden?

Solution: Z-buffer algorithm uses a two buffer area each of two-dimensional array,
one z-buffer which stores the depth value at each pixel position (x,v), another frame-
buffer which stores the intensity values of the visible surface. By setting initial values
of the z-buffer 1o some large number (usually the distance of back clipping plane), the
problem of determining which surfaces are closer is reduced to simply comparing the
present depth values stored in the z-buffer at pixel (x,y) with the newly calculated
depth value at pixel (x,y). I{this new value is less than the present z-buffer value, this
value replaces ihe value stored in the 2-bufler and the pixel color value is changed 1o
the colar of the new surface,

Example 2: What is the maximom number of objects that can be handled by the z-
buffer algorithm?
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Solution: In z-buffer algorithm, an arbitrary number of objects car be handled
because each object is processed one at a time. The number of objects is limited only
by the computer’s memory to slore the objects,

Example 3: What happens when two polygons have the same z value and the z-buffe
algorithm is used?

Solution: z-buffer algorithms, changes colors at a pixel if 2(X,y)<z,,{X.y), the first
polygon surface will determine the color of the pixel,

ToTITTTITTTT IR

Example 4: Assume that one allow 256 depth value level 1o be used. Approximately
how many memory would a 512x512 pixel display require to store z-buffer? i

Solution: A system that distinguishes 256 depth values would require one byte of
memory (2°=256) to represent z-value.

K Check Your Progress 1

1) z-buffer method use(s) . : .
a) Oniy object-space approach b) Only image-space approach c) both object- b
space & Image-space. i

2) What happens when two polygons have the same z value and the z-buffer i
algarithm s used? |

3) Assuming that one allows 2* depth value levels to be used, how much memory
would a 1024x768 pixel display require to stores the z-buffer?

2.2.2 Scan-Line method

In contrast to z-buffer method, where we consider one surface at a lime, scan-line
method deals with multiple surfaces. As it processes each scan-line at a time, ail
polygon intersected by that scan-line are examined to determine which surfaces are
visible. The visibility test involves the comparison of depths of each overlapping
surface to determine which one is closer to the view plane. Il it is found so, then it is
declarzd as a visible surface and the intensity values at the positions along the scan-
line are entered into the refresh-buffer.

Assumptions:
. Plane of projection is Z=0 plane,
2. Orthographic parallel projection.



Yiusible-5. .15, ¢

3. Direction of projecton, d = (0,0, ~1} Detection
4. Objects made up of polygon faces.

Scan-line algorithm solves the hidden- surface problem, one scan-line at a time,
usually processing scan lines from the botiom to the top of the display.

The scan-line algorithm is a one-dimensional version of the depth —Buffer. We require
Lwo arrays, imensity [X] & depth [x] to hold values for a single scan-line.

)*-nxiST
d

i

v

P P2

> ads
Figure 7

Here at Qyand Q; both polygons are active (i.e., sharing).

Compare the z-values at Q, for both the planes (P, & P,). Let 2,2, be the z-value
at Q, ,corresponding to P,& P, polygon respectively.

Similarly _
2\, 2" are the z-values at Q,, corresponding to P, & P polygon respectively.

Casel: z,V< zl(zT
PARES AL 2 Q1,Q2 is filled with the color of P2.

Case2: z,P< z.m
7P z,(" <> Q1,Q2 is filled with the color of P2.
Case3: Intersection is taking place.

In 1his case we have to go back pixel by pixel and determine which plane is closer.
Then cheose the color of the pixel. '

Algorithm (scan-line):
For each scan line perform step (1} through step (3)..

1} For all pixels on a scan-line, set
depth [x]=1.0 (max value) & Intensity {x] = background-color.

2) For each polygon in the scene, find all pixels on the current scan-line (say S1) that
lics within tho »olvoon, Fur sach of these x-values:

a} caleulate the Zopsh 2 of the polygon at (x.y)
b) iz <depthivi sel depth [x]=z & inlensity correspouding 1o the polygon’s
shading.

3) After all polygons kave been considered, the values conlained in 1h: inlensity aeray
represent the solution and can Le copied inlo a frame-buffer.
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Advantages of Scan line Alporithm:

Here, every time, we are working with one-dimensional array, i.c., x[0...x_max] for
color not a 2D-array as in depth buffer algorithm.

Example 5: Distinguish between z-buffer method and scan-line method. What are the
visibility 1est imade in these methods?

Solution: [n z-buffer algorithm every pixel position on the projection plane is
considered for determining the visibility of surfaces w. r. t, this pixel. On
the olher hand in scan-line method all surfaces intersecled by a scan tincare
examined for visibility. The visibility test in z-bufier method involves the
comparison of depths of surfaces w. r. t. a pixel on the projection plane. The
surface closest to the pixel posttion is considered visible, The visibility test
in scan-line method compares depth calctations for each overlapping
surface to determine which surface is nearest to the view-plane so that it is
declared as visibie.

Example6: Given two triangles P wita vertices P1{100,100,50), P2(50,50,50),
P3(150,50,50) and q with vertices Q1(40,80,60), q2(70,70,50), Q3(
10,75,70), determine which triangle should be painted first using the scan-
line method.

Solution: In the scan-line method, two Lriangles P and Q are tested for overlap in xy-
plane. Then they are tested for depth overlap. In this question, there is no
overlap in the depth. But P and Q have overlap in xy-plane. So the Q is
painted first followed by P.

¥ Check Your Progress 2

1) Ail the atgorithm, which uses image-space approach, requires:
a) Onc buffer-area b) two buffer-areas  ¢) three-buffer areas

2) All the algarithm, which uses object-space approach, requires:
a) Onebuffer-area b} two buffer-arcas  ¢) three- huffer areas

3) Scan line method deals with i surlace(s) at a time for ascertaining
visibility
a; single b)wwe c)muliiple d) 100
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2.2.3 Area-Subdivision method

This method is essentially an image-space wmethod but uses object-space operations
reordering (or sortmg) of surfaces according to depth. This method takes advantage ot
area-coherence in a scene by locating those view areas Lhat represent part of a smLL
surface. In this method we successively subdivide the total viewing (screen) area,
usually a rectangular window, into small rectangles until cach small area is the
projection of part of a single visible surface or no surface at all.

Assumptions:

Plane of projection is z=0 plane

Orthographic parallel projection

Direclion of projection d=(0,0,-1)

Assume that the viewing (screen) area is a square
Objects are made up of polygon faces.

YVVYYY

To implement the area-subdivision method, we need to identify whether the area is
part of a single surlzce or a complex surﬁxcc by means of visibility tests. If the icsts
indicate that the view is sufficiently comp[c\( we subdivide it. Next, we apply the tests
1o cach of the smaller areas and then subdtwdc further if the tests indicate that the
visibility of a single surface is still uncertain. We continue this process until the
subdivisions are easily analyzed us bLlonomg {o a single surface or until they are
reduced to the size of a single pixel.

Sarting with the full screen as the initial arca, the algorithm divides an arca al each
stage into 4 smaller area, as shownlin Figure 8, which is similar to quad-tree
approach.

i |
1 2 172 ]2
Initial Area L ST 4E° 17
- 112882
A 3 4 |
3]4 N I
{igure § {n} lnitial area (1) 1" subdivision (¢} 2°* Subdivision (d) 3™ Suhdivision

‘Test to determine the visibility of a single surface 2:0 made by comparing surfaces
(i.e., polygons F) with respect to a given screen arca A. There are 4 possibilitics:

1) Surrounding polygon: Polygon that completely contains the area (Figure 9(a}).

2} Intersecting (or overlapping) polygon: Polygon that intersects the area
{Figure 9(b)).

Contained polygon: polygon ihal is compiclely coniained within the area
(Figure 9(c)).

4) Disjoint polygon: Polygon thal is completely outside the arca (Figure 9(d)).

N
[
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‘\\\A / i |
H“\"“‘-h“ \f
Figure (a0 Tigure 9(b)
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Figure #{c) Fipure %{(d)

The classification of the polygons within a picture is the main computational cxpensc
of the algorithm and is analogous to the clipping algorithms. With the use of any ane
of the clipping algorithms, a polygon in category 2 (intcrsecting polygon) can be
clipped into a conlained polygon and a disjoint polygon (see Figure 10). Therefore,
we could proceed as if category 2 were eliminated.

|

Figure 10

No further subdivisions of a specified area are needed, if one of the following
conditions is true: '

Case I: All the polygons are disjoint from the area. In this case, the background color
can be displayed in the area. '

Case 2: Exactly one polygon faces, after projection, intersecting or contained in the
square area. [n this case Lhe area is first filled with the background color, and
then the part of the polygon contained in the area is scan converted.

Case 3: There is a single surrounding polygon, bul no intersecting or contained
polygons. In this case the area is filled with the color of the surrounding

polygon.

Case 4: More than one polygon is intersecting, contained in, or surrounding the area,
but one is a surrounding polygon that is in front of all the other polygons.
Determining whether a surrounding polygon is in front is done by computing
the z coordinates of the planes of all surrounding, intersecting and contained
polygons at the four comers of the area; if there is a surrounding polygon
whose four comer z coordinales are larger than one those of any of the other
polygons, then the entire arez can be filled with the color of this surrounding

polygon.

To check whether the polygon is any onz of these four cases, we have to perform the
following test:

Test 1: For checking disjoint polygons {usc Min-max test).
Suppose you have lwo polygans P7 and P2 The given polygons 7 and P2
are disjoint if any of the following [our condifions is satisfied (sze
Figures-11(a} and 11¢b)); These four tests are called Min-max 1est.
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Figure 11(a} Figure 11(b)

Test 2: (Intersection Test): If Min-max test fails then we go for intersection rest.
Here we 1ake cach edge one by one and see if it is intersecting. For example, sce
Figure 12, for each cdge of P/ we find the intersection of all cdges of P2.

A

S

—
Figure 12

Test 3: (Containment test): If intersection test fails, (hen it can be either contained
polygon or surraunding polygon. So we do the containment test. For this test we have
the following three cases, shown in Figures 13(a),(B) and (c).

a) PI contains P2.
b} P2 contains Pl,
c) Pl and P2 are disjoint.

P

(b} P2_c0nlai11e|] Pl

A

Figure 13(z): PI contained P2

(€) P1and P2 ate disjoint

Case a: Verify a vertex point of P2 lies inside of P1. If the result is true, P2 is
completely inside of P, :

Case b: If the result of case-a is not true, then verify whether P2 contains a vertex
peint of PY. Ifthe result is truc, then P2 contains Pi.

Case c: If bolh case-a and casc-b (containment test) fatled thes we conclude that P
and P2 are disjoinl.

For a given screen area. we keep a potentiaily visible polygons list (PVPL). those in
calegories 1, 2 and 3. (Disjoint polygons are clearly not visible). Also, note that on
subdivision of a screen area. surrounding and disjoint polypons remain surrounding
and disjoint polygons of the newly fermed areas. Therefore, only contained and
lersecting potygons need to he reclassified. R

Visible-Surley
Dercctinn
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Removing Polygons Hidden by a Surrounding Polygon:

The key to efficient visibility computation lies in the (act that a polygon is not visible
if it is in back of a surrounding polygon. Therefore, it can be removed {rom the PVPL.
To facilitate processing, this list is sorted by Zpi,, the smallest z coordinate of the
polygon within this area. In addition, for each surrounding polygon S, we also record

its largest z coordinate. Zena..

If, for a polygon P on the lis1, Zymin >Zme (for a surrounding polygon §'), then P is
hidden by S and thus is not visible. In addition, alt other polygons after P on the list
will aiso be hidden by §, so we can remove these polygons from the PVPL.

Subdivision Algorithm
i} Initialize the area to be the whole screen-

2) Create a PVPL w.r.t. an area, sorted on zmin {tha smallest z coordinate of the
polygon within the area). Place the polygons in tneir appropriate categories.
Remave polygons hidden by a surrounding polygon and remove disjoint
polygons.

3) Perform the visibility decision tests:

a) Ifthe list is empty, set all pixels 1o the background color.

b) If there is exactly one polygon in the list and it is classified as intersecting
{category 2 ) or contained (category 3), color (scan-converter) the polygon,
and color the remaining area to the background color.

c¢) If there is exactly one polygon on the list and it is a surrounding one, color the
area the color of the surrounding polygon.

d) Ifihe arca is the pixel (x,y), and neither a, b, nor ¢ applies. compute the z
coordinate z(x, y) at pixei (x, y) of all polygons on the PVPL. The pixel is
then set to the color of the polygon with the smallest z coordinate.

4) 1f none of the above cases has occurred, subdivide the screen area into fourths.
For each area, go to step 2.

Example 7: Suppose there are three polygon surfaces P,Q, R with vertices given by:
P: Pi(1,1,1), P2(4,5.2), P3(5.2,5)
Q: Q1(2,2,0.5), Q2(3,3,1.75), Q3(6,i,0.5)
R: K1(0.5,2,5.5), R2(2,5,3), R3(4.4,5)

Using the Area subdivision methad, which of the (hree polygon surfaces P, Q, R
obscures the remaining two surfaces? Assume z=0 is the projection plane.

Solution: Here, we have z=0 is the projection plare and P, Q, R are the 3-D planes.
We apply first three visibility decision tests i.e. (a), (b} and (¢), to check the
bounding rectangles of all surfaces against the area boundaries in the xy-
plane. Using test 4, we can determine whether the minimum depth of one of
the sinrounding surface S is closer to the vicew planc.

Examnle 8; What are the conditions to be satisficd, in Area-subdivision method, so
that a surface not to be divided further?

Solution: In an area subdivision method, the given specified area IS not to be diviucd
further, if the foliowing four condilions are satisficd:

1) Surface must be oulside the specified area.

bR
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2) There must hg one overlapping surface or on¢ |n5|df.: sgrface. Detection
3) One surrounding surface but not overlapping or no inside surface.
1) A surrounding surface/obscures all other surfaces with the specified area.

8= Cheéck Your Progress 3
1) Arca- subdivision metliod uses:
a) Only image-space b} Only object-space  ¢) both image and object space

2.3 SUMMARY

¢ For displaying a realistic view of the given 3D-object, hidden surfaces and hidden
lines must be identified for elimination.

@ The process of idenlifying and removal of these hidden surfaces is catled the
visible-line or visible-surface determination, or hidden-line or Iidden-surface

elimination.

e To construct a realistic view of the given 3D object, it is necessary to determine
which lines or surfaces of the objects are visible. For this, we need to conduct

visibility tests.

e Visibility tests are conducted lo determine the surface that is visible from a given
viewpoinl.

e There are two fundamental approaches lor visible-surface determination,
according to whether they deal with their projected images or with object
definitions direcdy. These two approaches are called image-space approach and
object-space approuach, respectively.

s Object space methods are implesnented in the physical coordinate system in which
objecis are defined whercas image space methods are implemenled in screen
coordinate system in which the objects are viewed.

e [mage-space approach requires examining all the objects in the scene to determine
which Is closest to the viewer along the projecior passing thwough the pixel, That
is. Ihe visibity is decided noint by point a3 cach pixel pasiiien on the projoction
olane. If the number of objects is “n’ and the pixels is 'p” then eifort is
proportional to n.p.

47
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s  Object-space approach compares all objects directly with cach other within the
scene definition and eliminates those objects or portion of objects that are not
visible.

»  Object-space approach compares cach of the n objects to itself and to lhe other
objects, discarding invisible portions. Thus the computational effort is
proportional to 1’

 Under the category of /mage space approach, we have two methods: 1) Z-buffer
method and 2) Sean-fine method.

» Among all the algorithms for visible surface determination, the Z-buffer is
perhaps the simplest, and is the most widely used method.

»  Z-byffer method detects the visible surfaces by comparing surface depths
(z-values) at each pixcl position on the projcction plane.

» Forimplementing z-bufter algorithm, we require two buffer areas (two 2-D
arrays): 1) Depth-buffer{i,j|, to store the depth-value of the visible surface for
each pixel in the view planc, and 2) Refresh-buffer{i j|, to store the pixel
intensities of the visible surfaces.

* In contrast to z-buffer method, Scan-fine method deals with multiple surfaces. As
it procésses each scan-line at a time, all polygon intersected by that scan-linc are
examined to determine which surfaces are visible. The visibility test involves the
comparison of depths of cach overlapping surfaces to determine which one is
closer to the view plane. If it is found so, then it is declared as a visible surface
and the intensity values at the positions along the scan-line are ¢ntered into the
refresh-buffer.

¢ Area-subdivision method is essentially an image-space method but uses object-
space calculations for reordering of surfaces according to depth. The method
niakes use of area coherence in a scene by collecting those areas Lhat form part of
a single surface. In this method, we successively subdivide the total viewing arca
into small rectangles untit each sinall arca is the projection of part of a single
visible surface or no surface at all.

2.4 "'SOLUTIONS/ANSWERS

Check Your Progress 1
) b

2) z-buffer algorithms, changes colors at a pixel if z(x,y)<z,,{x,y). the first polygon
surface (which is written} will detcrmine the color of the pixel.

3) A system (hat distinguishes 2°* depth values would require four bytes o memory
1o represent cach z value. Thus total memory necded=Ix1024x768=3032K

Check Your Progress 2
) b

2} a
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a Yisible-Surface
3) ¢ Detection

4) lImage space approaches we determine which of the objects in the scene is visibie,
at each pixel, by comparing the z-value of each object. Object-space approach
determines the visibility of each object in the scene. For this all objects are
compared within scene definition.

Image-space methods are implemented in screen coordinate system whereas
Object-space methods are implemented in the physical coordinate system.

Image-space approaches were developed for raster devices whereas object-space
approaches were developed for vector graphics systems. In case of image-space
approaches, the results are crude and limited by the resolution of the screen
whereas in object-space approaches, we have very precise results (generally to the
precision of a machine).

Check Your Progress 3
1} a
2) The area-subdivision algorithm works as follows:

Step-1: A polygon is seen from within a given area of the display screen if the
projection of that polygon overlaps the given area.

Step-2 : Of all polygons that overlap a given screen area, the one that is visible in’
this area is the one in front of ali the others.

Step-3 : If we cannot decide which polygon is visible (in front of the others) from
a given region, we subdivide the region into smaller regions until visibility
decisions can be made (even if we subdivide the region up to the pixel level).

R LEE et R
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3.1 INTRODUCTION

In unit 2 we had discussed some mcthods for visible-surfacé detection, but in order to
generale visibility the presence of light is one of the basic requirements. It is obvious
that without fight and the interaction of light with objects, we would never sce
anything at all. A study of the properties of light and how light interacts with the
surfaces of objects is hence vital in producing realistic images in Computer Graphics.
So before considering the production of images to be used in animatién or any other
applicatian it is worth studying some of the basic properties of light ahd colour and
also to introduce the modeling of the interaction of light with surfaces in Computer
Graphics because attainment of realism is one of the basic motives of computer
graphics and without considering the effect of Jight the same cannol be achieved.
From Priuciple Physics we can derive models, called “illumination models”, of how
light reflects from surfaces and produces what we perceive as color. In general, light
lzaves some light source, ¢.g., a lamp or the sun, ard is reflected from many surfaces
and then [inally reflected to our eyes, or through an image planc of a camera. In the
averall process of reflection, scattering from the objects in the path of light rays there
is always production of shadows and shades with varying levels of intensities; this
concept of shading is very important in computer graphics becanse it also contributes
1o the realism ol the scene under preparation. Ray tracing is onc of the exercises
performed to aftain ie realism in a scene. In simple terms Ray Tracing is a global
illumination based rendering methed used for producing views of a virtual 3-
dimensionai scenc on a computer. Ray iracing is closely allied 1o, and is an extension
of, ray casting, a common-hiddea-surface retnoval methed. It trics to mimic actual
physical effects associated with the propagation of light. Ray tracing handles shadows,
mulliple Specular reftections, and texture mapping in a very easy straightforvward
manner. In this unit we have a section dedicated to Ray tracing where we intend to
inform you how the basic ray tracing aigorithm works. V'c wiil (ake a shnple
approach lur the explanation of the concepr, avoiding the mathematicat perspectlive
which is iraditionally used on the subject. It is intended primarily (o inform the
curious, raibwer than o teach the ambitjous.



Afler going through this unit, you should be able to:

s describe types of light sources and their effects,

e discuss lllumination model and different reflections covered in this model;
discuss the concept of shading and its types, and

s describe the concept of Ray tracing and algorithms used.

3.3 ILLUMINATION MODEL

Conceptually illumination is exposure of an object to the light, which contributes to
light reflected from an object to our éyes and this phenomenon in turn determines the
color perceived by an object. Thus, if white light is incident on an object then if that
object absorbs green and blue light then we shall perceive it as being red. The colour
of the light incident on the surface will determinc the colour perceived by the viewer,
for example, if you see red rose in blue light then it will appear black because all blue
rays are absorbed by the object and nothing is reflected so it appears black. Similarly,
it is the reflectance of the object surface that determines that an object will appear dull
or shining; if the object absorbs a high percentape of the [ight incident on it then it will
appear dull whereas if it reflects a large percentage of the light incident on it then it
will appear glossy or shiny. For example, if green lignt were to shine on a red surface
then the surface would be perceived as black because a red surface absorbs green and
blue.

Thus, to produce realistic computer-zenerated images of solid opaque objects the
various interactions of light with a surface have to be accounted for, in some form of
reflected light and for this the Illumination Model is the gift to Compuicer Graphics
from FPhysics, which will us help to achieve realism in any graphic scene. An
illumination mode! is also called lighting model and sometimes referred to as shading
mmodel, which is used to calculate the intensity of the light that is reflected at a given
point on surface of an object. [llumination models can be classified as:

Locat ilumination model: Where only light that is dircctly reflected from a light
source via a surface o our eyes is considcred. No account is taken of any light that is
incident on the surface alter multiple reflection: hetween other surlaces. This is the
1ype of illumination model that is used in mosi scan-live rendering pipelines. That is
the contribution from the light thal goes directly from the light source and is reflected
from the surface is called a “local ifflurmination mode!”, So, for a local ;llumination
model, the shading of any surface is independcent of the shading of all other surfaces.
The scan-line rendering system uses the [ocal illumination model.

Glohal illumination model: Global illumination modcl adds to the local mode! the
lizhi that is reflected from other surfaces to the current surface. A global illumination
modcl is more comprehensive. more physically correct, and produces more realistic
images. [Lis alto more compulatienally expensive, In a Global Hlumination Madel the
reflcetion of light from a surface: is modeled as in the local medei with the addition of
tighs incidznt on the surface afler multiple reficctions beiween other surfaces.
Although the model is comput:dionally more intensive iban a lucal mode! but
auainment of realism through dns madel is gudie possible, The two inajor Ly oes of
graphics systems thal use gloval illumination models are Radiosity and Ray tracing,

Radiosity and Ray tracing { Th > Jificvence in ibe sivreiation is the 5larli'ng poini: Ray
tracing foilows ol roys {1oin tha eve of fhe viewer hack to the light sources. Radiosity
simulates the diffuse propagation of Jight starling a2t the light sources). They produce
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- method is to store illumination values on the surfaces of the objects, as the light is

more realistic i images but are more computatlonally intensive than scan-line rendering
systems which use lowal illumination model.

Ray tracing: Ray tracing follows all rays from the eye bf the viewer back to the light
sources. This method is very good at simulaling speculgr reflections and transparency,
since the rays that are traced through the scenes can be easily bounced at mirrors and
refracted by transparent objects. We will discuss these/concepts Reflection/
Refraction/ transparency when we reach the section of ray-tracking.

AT TR

Radiosity: Radiosity simulates the diffuse propagatidn of light starting at the light a
sources. Since global illumination is a very difficult Problem and with a standard ray
tracing algorithm, this is a very time consuming task; as a huge number of rays have
to be shot. For this reason, the radiosity method was invented. The main idea of the '

propagated starting at the hght sources.

Deterministic radiosity algorithms were used for radiosity for quite some time, but i
they are too slow for calculating global illumination for very complex scenes. For this
reason, stochastic methods were invented, that simulate the photon propagation using
a Monte Carlo type algorithm.

Note: An illumination model is also cailed lighting model and sometimes referred to
as shading model, which is used to calculate the intensity of the light that is reflected :
at a given point on the surface of an object, whereas the Surface rendering Y
algorithm uses the intensily calculations from an illumination model to determine the
light intenslty for all projected pixels positions for the various surfaces in the scene.

From the above discussion we have realised that it’s the lypes of light source that
contributes a lot towards the attainment of realism in any computer graphics scene.

FErmes e e s g -

So, let us discuss the types of light sources. The light sources can not only be natural
like light from Sun or Moon or Stars but it could be man-made devices like bulb or
tube etc., or a highly polished surface. The light sources are referred as Luminous
objects which are the objects that emit radiant energy and they can be of both types
light emitting source (which could be of any type point /diffuse/distributed objects
emitting radiant energy) and a light,reflecting source (Reflecting surfaces are
sometimes referred to as light reflecling sources, i.e., any polished surface capable of
reflecting, a considerable amount of light rays).

Note: When we view an opaque non-luminous object, we sce reflected light from one
surface of the object. The lotal reflected light is the sum of each contribution from
light sources and other reflecting surfaces in the scene. Thus a surfaces thal is not
directly exposed to a light source may still Pe visible if nearby objects are illuminated.

Light Source

Reflecting Surface

Opague non luminous surface

Figure [
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From Figure I we can conclude that the expression given below holds good in real “dyﬂ‘;'; Br:": err:"?

life situations Methods

Light viewed from opaque non-luminous surface =
Light from sources + Light from Other Surfaces

Since light sources are quite dominant which are required to establish realism in any
graphic scene, Further, there are a variety of light sources, so we need lo classify
them.

Sources of Light can be classified as;
(a) Point source (b) Paralle] Source (c) Distributed Source

Classification of Light Sources

b

~

Figure 2: a-Point source; b-Parzlle! Source; c- Distributed Source

a) Point source: It is the simplest model for a light emitter. Here rays from source
follow radically diverging paths from the source position, e.g., sources such LED’s or .
small bulbs, i.e., these are the light sources in which light rays originate at a poini and
radially diverge, such type of sources have dimensions quite smaller as compared to

the size of object as shown in Figure 2, the source a is a point source

b} Parallel source: It is to be noted that when point source is at an infinite distance
then light rays are parailel and acts as parallel source as showa in Figure 2, the
source b is a parallel source.

c) Distributed light source: It models nearby sources such as the long fluorescent
light are modeled in category of distribuied light source. Here all light rays originate
at a finite arca in space. Shown in Figure 2, the source ¢ is a distributed light source v

Note: When a light is incident on an opaque surface, part of it is reflected and part of
it is absorbed. The amount of incident light refiected by a surface depends on the type
of material (shiny material reflect more of the incident light and dull surfaces absorb
more of the incident light). Thus, from the reflected amount of light we can deduce
many propertics of the surface under exposure.

Description of any light source by a luminance, the faclors considered are:

Light source described by a luminance

1} Each color (r-red. g-preen, b-blue) is described separately

2) t=[Irlg Ib]"( I for intensity- which is the number of photons incident on a
surfacz in specific time duration).



Mndeling and
Rendering

L")
=

Now, the interaction of light and the surface under exposure contributes to several
optical phenomena like reflection, refraction, scattering, dispersion, diffraction, etc.

55" Check Your Progress 1

1) Diflerentiate between Luminous and illuminous objects,

2) What will be the colour of a blue rose wheri it is viewed in red light? Give reasons
irr support of your answer.

...................................................................................................

3} Iithe source of light is very far from the object what type of rays you expect from
the scurce? What will happen to the type of rays if source is quite close to the
object?

Let us discuss reflection and its types:

Reilection: It is the phenomenon of bouncing back of light. this phenomenon follows
laws of Reflection which are:

First Law of Reflection: The Incident ray, the Reflected ray and the Normal all lie on
the same plane.

Second Law of Reflection; The angle of Incidence is equal to the angle of Reflection.

/N
“\ r - .
F ‘\ ... .
incidenrra 2y Normal ’ﬁﬂecred ray

Fipure 3: Planc of incidence

Nate: Interaction of Light and Surlace: A surface has 4 types of interaction wilh
light:
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+ Diffuse reflection — light is reflected uniformly with no specific direction and Ray Tracing
e Specular reflection - light is reflected in a specific direction Methods
» Diffuse transmission — light is transmitted uniformly with no preferred

direction

» Specular transmission — light is transmitted in a preferred direction.

Types of Reflection: In order to attain realism, this phenomenon of reflection, which
occurs due to interaction of light and surface, is needed 10 be implemented by
different ray tracing techniques and other tools. But the usage of tools depends on
types of reflection.

» Ambient Reflection
+ Diffuse Reflection
s Specular Reflection

Let us discuss different types of reflections.

3.3.1 Ambient Reflection

Whenever we go for the study of light effects, then surroundings play an important
role and it is assumed that there exists some light in surroundings falling unifermiy en
neighbourhood objects. This light in the environment is categorised as Ambiznt Light
(it is non-directional, i.c., it exposes the object uniformiy from all directions).

Ambient light is the combination of light reflections from variaus surfaces to produce
uniform illumination which is referred to as Ambient light or Background light. Some
features associated with this kind of light are:

+ Ambient light hias no directional or spatial characteristics,

¢ The amount of ambient light incident on 2ach object is constant for all surfaces
and for all directions.

- ®  The amount of ambicnt light reflected is dependent on the properties of the
surface .

© The intensity of ambient light uniform a1 every point may be different for cvery
curface and color r,g,b

fxomple: Consider a sphere with 2 light source above iz, thus its lower half will not

ce filuminated. In practice in a real scene this lowver half would be partially

tlluminated by light that had been reflected from siher objects. This effect is

approximated in a local illumination model by edding a term o approximate this

genzral light which is ‘bouncing’ around the scene. This termi is called the smbient

reflecion term and is modeled by a constant term. Again the amount of ambient light

reflected is dependent on the properties of the surface.lt is to be noted that if I,—>

intensity of ambient light; X, — property of material {Ambient reflection coefficiant -
K, , 8 <k, < 1) then resulting reflected light is a constant for each surface indcpendent

of viewing direction and spatial oricntation of surface.

Say, I, = ftensity of ambient light.
I = Intensity of reflecied ambient tight
Y assumted that I, 20 (0 1, = 4 < These does noi et wny k)
fal, = I=K,t, W, s eonsfant (€8 5
Ko = U = object has ubsorbed the whole incident ligh.
K, = 1 = object has reflecied the vrhole incident light.

U s, <1 = 0bject has reflzcted some and absorbed some light.

L%, ]
A
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& Check Yonr Progress 2
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1} How does the value of ambient reflection coefficient deduce the property of
material?

3.3.2 Diffuse Reflection

Diffuse reflection is characteristic of light reflecled from a dull, non-shiny surface.
Qbjects illuminated solely by diffusely reflected light exhibit an equal light intensity
{from all viewing directions. That is in Diffuse reflection light incident on the surface
is reflected equally in all directions and is attenuated by an amount dependent upon
the physical properties of the surface. Since light is reflected equally in all directions
the perceived illumination of the surface is not dependent on the position of the
observer. Diffuse reflection models the light reflecting properties of matt surfaces, i.e.,
surfaces that are rough or grainy which tend to scatter the reflected light in all
directicns. This scattered light js called diffuse reflection.

Figure 4: Dilfused Rellection From surface

Note:

1) A very rough surface appears equally bright from all viewing directions " the

intensity of reflected light is uniform in all directions thus produce diffuse
reflection which are constant over each surface in a scene, independent of the
viewing direction.

The fractional amount of the incident light that is diffusely reflected can be set

for each surface with parameter K4 . K4 —diffuse reflection coefficient or
diffuse reflectivity.0 £ K, < 1(K; — property of material).

Kg=1 for highly reflective surfaces reflecting whole light.
Kg=0 forsurfaces that absorb light fully.

2} Assumption: i} The diffusc reflections from the surface are scattered witn
equal intensity in all directions, independent of viewing direction. Such
surfaces are called “ideal diffuse reflectors” or “Lambertion reflectors”
~-radiant high energy from any point on the surface is governed by

“LAMBERTS COSINE LAW". (i.e., in difluse refleciion ease the intensity of

reflected light (I) is & cos8 znd (ii) Ky < Ka {generally).

TITTUTY m rmm— s -
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“LAMBERTS COSINE LAW” states that the radiant energy from any small
surface area dA in any direction 9 relative to the surface nomal is proportional to
Cos 8. .

In case of diffused reflection the source is directional but reflection is uniform.

say,
Iy — Intensity of incident diffused light.

Then as per the Lambert’s law the intensity of reflected light (I) will be a cos 8.
Where, 8 = Angle between unit direction of incident light vector and unit normal to
the surface {or angle of incidence).

I cos® J*LAMBERT’s LAW * /
1=Kqlgcos® K4 — diffused reflection coefficient.
0<K <1

1=K, I, (NL)

Iacos8= less B leads to more reflection &
more 6 leads to less reflection.

Dot product of N & L vectors. N. L <IN lL-l ¢os 8= cos 6 (';t|ﬁ]&|f|a.re)

N

Unibuormal fo sarface Unit vector in light diveftion
3) Combined effect of ambient and diffused reflection

Here the resulting intensity T will be the sum total of the intensities in case 832&
8.3.3 we gel

1L Ko+ L Kycos 6=L K, + 4 Ky (N I) l

Take K, = K, (- both conslant propertics of material to winch light is incident, for
both sources there constant are same).

Exsmple: Consider a shiny surface with diffused reflection coefficient of 0.8 and
ambicnt reflection cozfTicivnt 00 0.7, the surface has normal jn the direction of
2i+ 3j -+4k; say some light is incident on it from the direction i'+j + k such that the

Palygon Renderiog
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ambient and diffused intensities are of order 2 and 3 units. Determine Lhe intensity or

reflected light.

Solution: The combined effect of ambient and diffused reflection is given by
=1, K, +TaKgcos 8 =1, K, +1a Kq (N T)

Using the data given in the equation we get

1=240.7+3 * 0.8 % ((2i + 3j + 4K).(i +j +k))
14+24(2+3+4) o
1.4+9%2.4

=23

non

3.3.3 Specular Reflection

Specular reflection is when the reflection is stronger in one viewing direction, i.e.,

there, is a bright spot, called a specular highlight. This is readily apparent on shiny
surfaces. For an ideal reflector, such as a mirror, the angle of incidence equals the
angle of specular reflection, as shown below.

Figure 6

Light is reflected mainly in the direction of the reflected ray and is attenvated by an

amount dependent upon the physical properties of the surface. Since the light reflected

from the surface is mainly in the direction of the reflecied ray the position of the
observer determines the perceived itlumination of the surface. Specular reflection
models the light reflecting properties of shiny or mirror-like surfaces.

Figure 7

Note: (1) In addition to diffuse reflection, light sources create highlights or bright
spots called specular reflection. This highlighting is more pronounced on
shiny surtaces thar on dull surfaces.

(2} Hence, the local Mlumination model that is generally used is

Hllumination = Ambient + Diffuse + Specular




. . PRI . Polygon Readeri
This model of local itlumination is usually called the Phong specular reflection ,,,d’f‘,,,. T:“f;:g
model. Melhods

Let us discuss the concept of specular reflection in a more practical way. Consider the
Figure 9. Here if R is the direction of specular reflection and V is the direction of the
viewer (located at the View Reference Point or VRP), then for an ideal reflector the
specular reflection is visible only when V and R coincide. For real objects (not perfect
reflectors) the specular reflectance can be seen even if V and R don’t coincide, i.e., it
is visible over range of values (or a cone of values). The shinier the surface, the
smaller the (et} range for specular visibility. So a specular reflectance model must
have maximum intensity at R, with an intensity which decreases as f{a).

)

Viewer

Figure 8

From the above discussion we conclude that Specular reflection is the result of total or
near total reflection of the light in a concentrated region around the specular reflection
angle (o and the description of other variables shown in Figure 8 are

~» Unit normal surface vector.

— Unit vector in the directior. of ideal specular reflection
— Unit vector in the direction of pt. Light source

—> Unit vector pointing the viewer.

—» viewing angle relutive to R .

R <lrim |

Note:
o Ato =0 viewer will see light of morz intensity.
* In case of ideal reflection (perfect mirror) incident light is reflected only in
specular reflection direction.
* Objects other than ideal reflection exhibit specular reflection over a finite

range of viewing positions around R (shiny surfaces have narrow specular
reflection range and dull surfaces have wide range).

B Check Your Progress 3

) What will be the change in viewing angle of reflection if tire surface under
exposure of light is transforming from imperfect reflector o a perfect ong?
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2) Ifno variation in the intensity of reflection light is observed in any direction, Lthen
what can you say about the smoothness of the surface? Also specify what type of
reflection you expect from such surface.

...................................................................................................
...................................................................................................

3) Discuss the law that forms the basis of Lambertion reflections?

Phong Model / Phong Specular Reflection Model

This is an empirical model, which is not based on physics, but physical observation.
Phong observed that for very shiny surfaces the specular highlight was small and the
intensity fell off rapidly, while for duller surfaces it was larger and fell off more
slowly. He decided to let the reflected intensity be a function of (cos a)" with n >=
200 for a shiny surface and n small for a dull surface, For a perfect reflector n equals
infinity, and for a piece of cardboard n equals 0 or 1. In the diagram below we can see
how the function (cos a)" behaves for different values of 1. This empirical model for
calculating the specular reflection range was developed by Phong and hence called
PHONG MODEL/ PHONG SPECULAR REFLECTION MODEL. Which says that,
the intensity of specular reflection is proportional to cos™a (a lies berween 0° & 90°)
so cos ¢ varies from 1 to 0).where ‘it is specular reflection parameter dependent on
the type of Surface.

Notice that the Phong illumination equation is simply the Lambert illumination
equation with an additional summand to account for specular reflection and ambient
reflection.

Intensity of specular reflection depends on material properties of surface and the angle
of incidence and the value of specular reflection parameter *n’ is detennined by the
type of surface, we wanl to display.

« shiny surfaces are modeled with larger values of n ( 100 or more (say))
dull surfaces are modeled with smaller values of » (down 1o 1)

for perfect reflection n is w.

for very dull surfaces (eq chalk elc) # is assigned value near to I.

In the diagram below we can see how the function (cos a)" behaves for
different values of n.

= T
 —1

= 4
<2
14

k.

-2 O = 2
Figurc 9: The plot of cos” @ with
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Figure [1: Dull surface(Small n)

Figure 10: Shiny surlace{large o)

As per the phong mode! variation of Intensity (1) with a (because I a cos" ) is
A

5a

cos"a
/"

k 4

»
T

i} for shiny surface (n > 1) i} Dull surface (n~= 1)

As per the Phong specular reflection,

I or Igpee- = Is K cos"a

where, I; — intensity of source
10R Ig. — intensity of specular reflected light
K, -» Specular reflection coefficient

resulting intensity in the case when all ambient/diffuse/ specular reflection occurs is

I=LK,+13Kjcos0+ K. cos"

Now, cos” «= (R.V)" (cosa=RV)

Where,
R — Unit vector in specular reflection direction

V o Unit vector pointing the viewer
ie. |[VI=1; |R{i=1.
RV = IR| | Vicose=1.l.cos a=cos c.

(:»cusazf‘\_.v)

Example: Calculate RN wsing N, L &V sehere the variables have their
respective mieanings N = Unit normal surface vector,

—> Unil vector in the direction of ideal specular reflection

—> Unit, vector in the direction of pt. Light source

— Unit vector pointing the viewer.

<]l ®|
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Solution: Consider the figure given bel]%w

Figure 12
|Pm| =|I cos e|= PO JE—d ) (L] = 1 (~Lis unit
veclor)) A )
Pm= |Fr;1-]. Pm= |ﬁ| N (P bas direction of normal N)
— Pm = N cos 8 —(2)

By figure vectors S and R can be found to be
§ =Pm-L 3)

R=Pm+S (4)

Use (3} in (4) we get
R =2Pm - L 5

Use {2} in (5) we get
R=2(N cos8)- L
=:-E.E=[2(ﬁ(cose)—-f].v.
R.

V=[2(N(N.L)-L].V (vcos8=N.L)

3.4 SHADING

When an object is under the exposure of light, then the rays of light are distribuled
over the surface and the distribution of intensity pattern depends very much on the
shape of object. Now to represent such 3I> scene on compuict we need to do
rendering, i.e., transforming the 3D image into a 2D image, and because of this
rendering there is a possibility of loss of information like depth, height, etc., of an
object in the scene. So to preserve this takes different Jllumination models into
consideration, for preserving the information embedded in 3D scenc & let it not be
lost while transforming it in to 2D sccie.

So let us study in some detail the type of shading and rendering techniques.

Polygoa —Rendering Mecthods

Here we will consider the application of an illumination model to perform the
rendering of standard graphics objects, i.¢., those formed with polygonal surlaces.
Scan line algorithm typically applies fighting model 10 pes form rendering of poitzen
surfaces, by using any one of the twa ways:

1) Each polygon can be rendered with a single intensity. .
2) The intensity can be obtained ai each point of the surface using an mtarpafution
scheme.




The result of two ways leads to 3 types of shading:

(a) Constant intensity shading OR Flat shading

In this method single intensity is calculated for each polygon surface i.e., all points
which lie on the surface of the polygon are displayed with the same intensity value,
This constant shading is useful for quickly displaying the general appearance of a
curved surface, but this shading docs not convey explicit information about the curved

surface.

(b) G-
We wilt ot

(c) Phong shading OR Normal vector interpolation shading.
We will discuss this scheme in successive section 3.4.2.

3.4.1 Gourand shading OR Intensity interpolation scheme

Here polygon is rendered by linearly interpolating intensity values across the surface.
Intensity values for each polygon are matched with the values of adjacent polygons
along the common edges, thus eliminating the intensity discontinuities that can occur

in flat shading.

Calculations to be performed for each polygon surface rendered with Gourand

shading;:

1} Determine average unit normal vector at each polygon vertex.
2} Apply illumination model to each vertex to calculale the vertex intensity.
3) Liinearly interpolate the vertex intensities over the surface of the polygon.

i)-To determine average unit normal vector at each polvgon vertex:

At each polygon vertex (as shown by point V in the figure), the normal vector is
obtained by.averaging the surface normal of all polygons sharing that vertex. Thus, for

any vertex ¥V the unit vertex normal will be given by ’ITI:

K -> 1 o n are the surfaces in contact with the vertex v.

- 4ing OR Intensity interpolation scheme
. x¢heme in successive section 3.4.1.

Figﬁre 13

Polygon Rendering
and Ray Tracing
Melhods
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ii) How to use illumination model to calculare vertex intensity:

For this we interpolate intensities along the polygon edges, for each scan line the
intensity at the interseclion of the scan line with a polygon edpe is linearly
interpolaled from intensitics at the edge end points, i.e., by using paramelric equation
of line discussed in Unit 2 we can find intensity at point 4, i.e., [, . during the
cvaluation of Iy intensities at point. 1 & 2 i.e., 1, & I, are used as the extreme
intensities. So I, is linearly interpolated from intensitics at the edge end points 1, & I,
(Refer to the Figure given below).

A
Y
" ©3
g [(a) 1
¥i— P 5
Scan Line Ys— (E)
(D)4
T (B)2
o
X
Figure 14
(iii) Linearly interpolate
Iy =5 +t(I,-1)) ' where t=|y:_—yi
[yi=52|
| AD
411, =1, +tU,~1,) where, ;:l_zé%
- | CE|
similarly Ip =1.+t(I,-1.) where = ﬁ
| EP
\&IP =I,+t (I, -1,) w}_:ere [=|DE||

where [, -> Intensity of points over the surface of polygon i.c., in Gourand shading
the intensity of point - 4 is linearly interpolated from intensity at vertices | and Z,
similarly of point 5 too is interpolated from intensity at vertices 3 and 2. Intensity of
points P is linearly interpolated from intensity at point 4 and 5.

Advantages of Gourand Shading: It removes the intensity discontinuities asseciated
with the constant shading model.

Deficiencies: Linear intensity interpolatic can cause bright and dark streaks called
Mach bands to appear on the surlace, these mach bands can be removed by using
Pheng shading or by dividing the surface into greater number of polygon faces.

Mofe: In Gourand Shading because of the consideration of average nommal, the
intensity is uniform across the cdge between two vertices,

3.42 Phong shading OR Norma! Vector Interpolation Shading

In Gouraud shading we were doing direct interpolation of intensities but a more
accurale method for rendering a polygon surface is to interpclate normaf vectors and
then apply illumination model la each surface. This accurate melhod was given by
Pheng and it leads to Phong shading on Normal vector interpolation shading.



Caiculations involved with Phong Shading:
i) Determine average unit normal vector at cach polygon vertex,
i1} Linearly interpolate the verlex normals over the surface of polygon.

iti) Apply illumination model along cach scan line to calculate projected pixel
intensities for surface points.

N3 NA A

Scan Line

B

Scan Line

=z
a

v

Figure 15 Fizure 16

Interpolation of surface normals along the polygonedge between two vertices is shown
above in Figure 15. The normal vector N for the scan line intersection point along the
edge between vertices | and 2 can be obtained by vertically interpolating between
edge end points normals. Then incremental methods are used (o evaluate normals
between scan lines and along each individual scan linc. At cach pixel position along a
scan lire , the illumination model is applied to delermine the surface intensity at that

point
N=[({(y-y2)/ (y1-y2) N + [(-¥2) / (y1-¥2)) Na]

In Figure 15 above, say. N is surfzze normal to be interpolated atong polygon edge
1- 2 having vertices | & 2. Such that N) & N2 are normal at the vertices. Thus, by
using {he parametric equation across the edge 1 — 2 wa czn delermine the value of the
normal &, which will be given by

ﬁ = ﬁri't (ﬁz—ﬁo
Similarly, in Figure 16 we can find ‘Nr and N o Which are the normal at point (P and
() through which the scan line passes,

. — _ _ {AP]
Np=Na+t(Na-Nai) where,t~l—A~B—|

Now we use Np to find cos @ where , 8 is the angle belween Normal vector and
direction of light represented by vector L{refer te Phong model).

cos0= M. L and cos® a= (RY)' ={(IN(NTL)-L). V]"

New using cos” o, cos 8 in

-

i . . .

| [=L K, +I KscosB+)l K. cos"a /* similarly we can find intensity of points
. lying inside the surface */

Polygon Rendering

and Ray Tracing
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This N, will be used to find intensity value i.e., Ip. at poinis P, in the object whose
projection is P, by using the intensity calculation formula which we had used for the
determination of intensities in diffused and specular reflection.

Merit

So by finding intensities at different points across the edge we find that intensity is
varying across the edge between two vertex points and is not uniform as in Gouraud
Shading, giving much better effect. So we can say that the normal vector interpolation
(Phong shading) is superior to intensity interpolation technique (Gourand Shading)
because it greatly reduces the mach bands.

Demerit: Requires lot of calculations to find intensity at a point, thus increases the
cost of shading in any implimentaton.

Probiem with Interpolated Si::iding

There are some more shading models which intermediate in conplexity between
Gouraud and Phong shading, tuvolving the liner interpolation of the dot products used
in the illumination models. As in Phong shading, the illumination model is evaluated
at cach pixel, but the interpolated dot products are used to avoid the expense of
computing and normalizing any of the direction vectors. This model can produce maore
satisfactory effects than Gouraud shading when used with specular-reflection
itlumination models, since the specular term is calculated separately and has power-
law, rather than linear, falloff. As in Gouraud shading, however, highlights are missed
if they do not fall at a vertex, since no intensity value computed for u sct of
interpolated dot products can exceed those computed for the set of dot products at
either end of the span.

There are many problems common to all these interpolated-shading models, several of
which we listed here.

Polygonat silhouette: No matier how good an approximation an interpolated
shading model offers to the actual shading of a curved surface, the silhouerte edge of
the mesh is siill clearly polygonal. We can tmprove this sitation by breaking the
surface inio a greater number of smaller polygons, but at a corresponding incredse in
expense.

Perspective distortion. Anomalies are introduced because interpolation is
performed afer perspective transformation in the 3D screen-coordinate system, rather
than in the WC system. For example, finear interpolation causes the shading
information to be incremented by a constant amount from one sean iine to another
along cach cdge. Consider whal happens when vertex  is more Jistant than vertex 2.
Perspeciive foreshortening means that the difference from one scan line to another in
the untransformed z value along an edge increascs in the direction of the farther’
coordinate. Thus, if y, =(y, +y,), ther 1. =, +1,)/2, but z, wili not equal

{z, +2,/2. This problem can also be reduced by using a larger number of smaller

polygons. Decreasing the size of the pelygons increases the number of points at which
the information te be interpolated js sanpled, and therefore increases the accuracy of

tie shadir. 7. A
- A< P c
.\ ‘\\\/
A4 ’

Fizure 17;:(a) {b)

i e o



Figure 17 (a) and 17 (b) shows Interpolated values derived for point P on the same ::::,yﬁ‘:;, 'r:-er:g:;"g

polygon at different orienlations which differ from (a) to (b). P interpolates A, B, D in Methods

{(a}and A, B, Cin(b).

Orientation dependence: The results of interpolated-shading models are not
indcpendent of the projecied polygon’s orientation. Since values are interpolated
between vertices and across horizontal scan lines, the results may differ when the
polygon is rotated (see Figure 17). This effect is particularly obvious when the
orientalion changes slowly between successive frames of an animation. A similar
problem cab also occurs in visible-surface determination when the z value at each
point is interpolated from the z values assigned to each verlex. Both problems can be
solved by decomposing polygons into triangles. Alternatively, the solution is rotation-
independent, but expensive, interpolation methods that solve problem without the
need for decomposition.

Problems at shared vertices: Shading discontinuities can occur when two adjacent
polygons fail lo share a vertex that lies along their common edge. Consider the three
polygons of Figure 17, in which vertex C is shared by the two polygons on the right,
but not by the large polypon on the left. The shading information delermined directly
al C for the polygons at the right will typically not be the same as the information
interpolated at that point from the values at 4 and B for the polygon at the lefl. As a
result, there will be a discontinuity in the shading. The discontinuity can be eliminated
by inserting in the polygon on the left an extra vertex that shares C’s shading
information. We can preprocess a static polygonal database jn order to eliminate this
problem: alternatively, if polygons will be spiit on the fly (e.g., using the BSP-tree
visible-surface algorithm), then extra bookkeeping can be done to introduce a new
vertex in an edge that shares an edge thal is split.

c

B :
Figure 18: Vertex Cis shared by the wwo polygons or the right, but nol by the lzrger
Rectangular polygon on the lefr.

Figure 19: Problems with computing vertex normal. Vertex narmal arc all parallel.

Unrepresentative vertex normals: Computed vertex normals may nol adequately
reprasent the surface’s geometry. For example. if we compute vertex normals by
averaging the normals of the srirfaces sharing a vertex. afl of the vertex normals of
Fignre 19 will be parallei to ope another, resulting in liltle or ne variation in shade if
the light source is distant. Subdividing the polvgons furiher bedore vertex novuial
compuistion wiil solve this probicin.

Altheugh these problems heve orompted much work on rendering algorithms that -
hundliz curved surfaces directly, polvzons ae sufficientiy faster {and easier) to process
thai ey stili form the core of moest rendering systems,
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5" Check Your Progress 4

1)

3)

4)

5)

6)

7)

3)

If specular reflection parameter is small, say 50, than what can you say about the
nature of surface? How the nature of surface will change if n starts increasing?

Usage of linear interpolation scheme to obtain intensity at each polygon of surface
leads to which type of shading?

Which shading scheme is best constant shading, Ground shading or Phong
Shading? Give reasons to support your answer.

How Ambient, Diffused and Specular reflection contributes to the resulting
intensity of reflected ray of light? Give mathematical expression for the same.



Polygon Rendering

3.5 RAY TRACING Aty Tracing

Ray tracing is an cxercise performed 1o attain the realism in a scene. In simple terms
Ray Tracing is a global illumination based rendering method used for preducing
views of a virtual 3-dimensional scenc on a compuier. Ray fracing is closety allizd lo,
and is an extension of, ray-casting, a common hidden-surface removal method, I trics
to mimic actual physical effects assaciated with the propagation of lighl. Ray tracing
handles shadows, muliiple specular reflections, and texture mMapping in a very easy
siraight-forward manner. So, the crux is “Ray tracing is 2 methed of generating
realistic images by computer, in which the paths of individuat rays of light are
followed from the viewer to their points of origin™. Any program that implements this
method of ray tracing is my tracer. One of the prime advantages of method of Ray
tracing is, it makes use of the actual physics and mathematics behind light. Thus the
images produced can be strikingly, life-like, or “photo-realistic”.

In this section we will discuss the basic ray-tracing algorithm, Tt will also describe the
concept behind anti-aliasing, a method for improving the realism of an image by
smoothing the jagged edges caused by the digital rature of computer displays. This
section will not involve any discussions of the more advanced features of today’s ray-
tracers, such as motion blur, depth of ficld, penumbras (soft shadows), texture
mapping, or radiosity.

So to proceed the journey of ray tracing we will begin with basics like concept of
scere and describe its basic elements. With this as a foundation, it will then introduce
ray casting, and then yay tracing as an extension of ray casting. Finally, the section
will discuss the basic concepis behind anti-nliasing as a means of improving the
realism of an image, and will then conclude with an overview of how and where ray
tracing is uscd.

Scenes

In the context of ray tnwing, a scene is a collection of objecis and light svurces that -
will be viewed via a camnera. Each of these items are arranged in whal is called the

world, or world space which is zn imaginary place witl: height, width and depth

(mucan like realily). For instance, let’s suppose that vou wish to create an image of the

Planets and their satellites. Then our scene will consist of the planets, their respective

sateilites, a light source that will act as the sun, arnd our camery, vwhich is where we are

vicwing this scene from. Let us discuss some basic terms (objects, light source, world,

ete.} involved with the concept of scene in some detail.

Objects could be any state of matter (solid, liquid. gas, plasma). Although ray tracers
can only support objects that can have mathematical description (such as cube,
spheres, cylinders, planes, cones, eic.), various combinations of these basic objects
help in creating more complex objects.

It s important to note that all otjects have some kind of texture, which inclndes the -
color of the object, as well as any bumpiness. shininess, or design that the designer of
the image may wish lo ase. However. w simplify the discussion of how ray tracing
works, we wili consider celor to be the only texture present on the objects thal will be

daseribad.

Light Spurces are key elements in any my traced scenc, beeause without thein, there
would be no rays to trace. Lizit sources are like objects which may be placcd at.
rbitiury iocaliens in the scere. but in addition to the location 2 light source has somc
nteasity associated with il which describes ihe brighiness and color of the light. At
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‘working of camera we can refer to the working of “pin-hole camera” as shown in the

any rate, lighting is considered by many to be one of the most important factors in a

ray traced image. It is the location and intensity of light source which give liveliness
to an image, A picture flooded with too much light might lose any sense of mystery

you desired it o have, whereas an image that is too dark will not show enough detail
to keep its vicwers interested.

Camera represents “eye” or “viewpoint” of observer. In order to describe the basic

figure below:

BOX OBJECT
_________________ LightRays
"FILM | ‘EINHOLE
IMAGE ____.-=-—" SR I S
Figure 20 4|

The hole (or *“aperture™) must be so small that it must prevent light from saturating
{and thus overexposing) the film. Tt allows only a little bit of light into the box ata
tme. This kind of camera, though simple, is quite effective. It works because Jight
from a given position on the object may come from only one direction and sirike only
one position on the film. If the hole were any larger, the image would become blurrier
as a result of the increased amount of liglit hitting each spot on the filin

() .
Ohserver
Imape *
. [
Light Rays "\ '
=2
Screen Cbject

Figure 21

In ray tracing, the camera is much like this, in that it determines where on the “film”
{or, in the case of ray tracing, the computer screen) the light rays hit such that u clear
realistic rendered image is available. In order to have a better understanding of the
topic let us have a discussion on the concept of ray casting also.

tay Casling

Ray-casling is a method in which the surfaces of objects visible to the camera are
found by throwing (or casting) rays of light from the viewer into the scene. The idea
behind ray casting is te shoot rays from the eye, one per pixel, and find the closest
cbjzet blocving the path of that ray - think of an image as ¢ screen-deor, with each
square in the screen being a pixel. This is then the object the eye normally sees
through that pixel. Using the material propertics and the efcet of the lights in the
scene, this algorithm can determine the shading of this object. The simplifying
azsimpton is made thai if 5 surface fices a hight, e light wili reach that serface aud
not be blocked or in shadow. The shading of the surface is compuied using raditional
3D computer graphics shading models. Ray casting is not a synonym for ray tracing,
bui can be thought of as an abridged, and significantly faster, version of the ray
iracing algorithm. Both are image order algofithms used in computer graphics to
render three dimensional scenes 1o two dimensional screens by following rays of light



from the ej'e of the observer to a light source. Although ray tracing iS similar to ray
casting, it may be better thought of as an éxtension of ray casting we will discuss this
in the next topic under this section.

Figure 22

Ray Tracing

“Ray tracing” is 2 method of following the light from the cyc to the light source.
Whereas ray casting only concerns itself with finding the visible surfaces of objects,
ray tracing takes that a few steps further and actually tries to determine what cach
visible surface looks like. Although it will cost your processor time spent in
calculations you can understand the level of calculations involved in ray tracing by
considering this example,

Let’s say we are rendering (that is, ray tracing) a scene at a resolution of 320 pixels
wide by 240 pixels high, for a total of 76,800 pixels. Let it be of low complexity, with
only 20 objects. That means, over the course of creating this picture, the ray tracer
witl have done 20 intersection tests for each of those 76,800 pixels, for a total of
1,536,000 intersection iests? lnfact, most ray tracers spend most of their time
calculating these intersectionsiof rays with objects, anywhere from 75 to 25 % of a ray
tracer’s lime is speat with such calculations. Apart from such hectic calculations, there
is the good news that there are ways to decrease the number of intersection test= per
ray, as well as increasc the speed of each intersection test. In addition to this the bad
news is that ray tracing complicates things much more than simply ray casting does.

Ray tracing allows you [0 create several kinds of effects that are very difficult or even
impossible to do with other methods. These efiects include three items common to
every ray tracer: refleciion, transpar=ncy, and shadows. in the following paragraphs.
we will discuss how these effects fit naturally into Ray tracing.

3.5.1 Basic Ray Tracing Algorithm

The Hidden-surface removal is the most complete and most versatile method for
display of pbjects in a realistic fashion. The concept is simply to take one ray ata-
ume, en1alga‘(ing from the viewer’s eye (in perspective projection) or from the bundic
of parallcf lines of sight (in parallel projection) and reaching out to each and every
pixcl in the viewpert, using the Jaws cf optics.

Generally. to avoid wastage of ellost by rays starting from sources of light going out
of the viewport, the reverse procedure of starting with ray frain the viewpoint and
traveling to cach pixel in the vicwport is adepted.

if the ray encounters one sriaoie objects, Lhe algorithim filters out all but the nearest
object, or when there is an everlap or a hole, the nearest visible portion of all the
objects along the line of sight.

—
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Depending on the nature (altributes) of the surface specified by the user, 1he following
effects are implemenied, accarding 1o rules of optics.

a) Reflection (accarding to the angle of incidence and reflectivity of the surface),

b} Refraction (according to the angle of incidence and refraction index).

TR T T e

c) Display of renderings (texture or pattern as specified), or shadows (on the next

nearest object or background) involving transparency or apacity, as the case may
be. ._
i
Figure illustrates some of the general principles of ray tracing. I
i i-
B R i

C

P

Trarsparency [ -
E
Refleclion & )
Refraction : L
E . -0
|v
Figure 23 L
A ray stariing at O hits the transparent glass platc P at an angle at A. It gets refracted F

in the plate (indicated by the kink within the plate thickness). The exiting ray happens

to hit the edge of the triangle T, and casts a shadow on the opague reclangular plate R

at the poini C. A part of the ray incidenr en the plate P geis reflected at A and the

reflectzd ray hits the efliptical object £ at the point D. If 7 is a green glass plare, the

exiting =y -1C will be assigned he appropriate green colour, If R or £ has a textured

surface, tiie corresponding point C or D will be given the attributes of the surface

rendering. i

If O is a point source of light, the ray OC will locate the shadow of the point B on the

“edge of the triangle T at the point C on the rectangle R.

Different locations of light sousces may be combined with differing view positions to
improve the realism of the scene. The method is general also in the sense that it can
apply to curved surfaces as well as to solius made of flat polygonal segments. Because
of its versatile and broad applicability, it is a “bruts force” method, involving massive
computer resources and tremendous computer effort.

Algarithm

Often, the basic ray wracing algorithm is calied a “recursive” (ebiaining a result in
which a piven process repeats itsellan arbitrary number of times) aiperithm. Injinie:
recursion 15 recursion tiat never ends. The ry Lracing algorithm, 100, is recursive, bt
1t is finitely recursive. This is important, because otherwise you would start an image
rendering and it would never finish!



. . . . . ) Pol Renderi
The algorithm begins, as in ray casting, by shooting a ray from the eye and through n:dy]gloa; T::cfu:éng

the screen, determining all the objects that intersect the ray, and finding the nearest of Melhads
those intersections. It then recurses (or repeats itself) by shooting more rays from the
point of intersection to see what objects are reflected at that point, whit objecls may
be seen through the object at that point, which light sources are directly visible from
that point, and so on. These additional rays are often called secondary rays to
differentiate them from the original, primary ray. As an analysis of the above
discussion we can say that we pay for the increased features of ray tracing by a
dramatic increasc in time spent with calculations of point of intersections with both
the primary rays (as in ray casting) and each sccondary and shadow ray. Thus
achieving good picture quality, is not an easy task, and it only gets more expensive as
you try to achieve more realism in your image. One more concept known as Anli-
aliasing is yet to be discussed, which plays a dominant role in achicving the goal of
realism.

Anti-aliasing

Anti-aliasing is a method for improving the realism of an image by removing the
Jagged edges from it. These jagged edges, or “jaggies”, appear because a computer
monitor has square pixels, and these square pixels are inadequate for displaying lines
or curves that are not parallel to the pixels and other reason is low sampling rate of the
image information, which in turn leads to these jaggies (quite similar to star casing
discussed in previous blocks under DDA algorithm). For better understanding, take
the following image of darkened circle:

[T you put a grid over the image and only coler those squares
that are entirely within the circle, you will get something like
next figure. This blockiness is called “aliasing,” and is exactly -
what happens when you try to display s circle on a computer
screcn. The problem may be simplified by using a finer prid.

T e

N Wl |

LTIy -

e i 1]
: H ﬂ
= The problem may be simplificd by using a finer grid ie., i
£—®{ by increasing the sampling ratc of information related to f— i

- an image. .
H sim 5
- i :
R R Figure 24 i

Itis not possible to completely eliminate aliasing because computers are digital
(discrete) in nature. However, it is possible to minimize aliasing, the solutions used by
ray tracers today involve treating each pixel as a finile square area (which, in fact,
they are), rather than as a merc point on the screen. Instead the pixel should not be
considered as a point or area but should be considered as a sample of image
information (higher the sampling is lesser the alias’ng is). Now let us discuss how
appropriately the sampling can be done - Rays are fired into the scenc through the
centers of the pixels, and the inlensities of adjacent rays are compared. If they differ
by some pre-determined amount, more rays are fired into the surfaces of the pixels.
The intensities of all the rays shot into a given pixel are then averaged to find a color
that better fits what would he expected at that point.

Note: Do not treat a pixel as a square area, as this does not produce correct frliering
behaviour, in [acta pixelis nota point, but it is a sample of infermation 1o be
displayed.

Anti-aliasing, then, heips eliminate jagged edges and to make an image seem more
realistic.Continuing the above example, the anti-aliased circle might, then, be
represented
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,:eund;:irr;sgmd ' Applications of Ray Tracing

~ : So, you might ask, just what practical uses does ray tracing have

+ ‘“simulation of real-world phenomena for vision research,

¢+ medical (radiation treatment planning),

» seismic (density calculations along a ray), ,

+ mechanical engineering (interference checking),

¢ plant design (pipeline interference checking), l

* hit-testing in geometric applications, and impact and penetration studies”. i:

¢ widely used in entertainment. rl
This topic discussed has just scratched the surface of the topic of ray tracing. In
addition to the primitive features of reflection, transparency, and shadows, most ray

tracers today support different texture mapping options, focal blur, radiosity, motion
blur, and a host of other advanced features. But they are out of the scape of this unit. i

=" Check Your Progress 5

!} Differentiate bcf“-feen Ray tracing and Ray Casting. .

3) What is the problem of Aliasing? How does the technique of anti-aliasing work 1
get rid of the problem of aliasing?

3.6 SUMMARY

in the unit, we have discussed various sources of light and the type of refiections
produced by the objcel under exposurc of these sources. When an objeci is espe.ai
lighl various phenomena occur such as reflection, refraction, eic, Qut of them s.iadin;
is most important as the same helps in achieving the realism in computer graphics. W.
have also discussed the concept of polygon rendering, and ray tracing which are
useful in achieving photo realism of a 3D scere.



37 SOLUTIONS / ANSWERS

Check Your Progress 1

t)

2)

Luminous objects are independent sources of light e.g., Sun, whereas illuminous
objects are those sources of light which depend on luminous sources to produce

their half of light, e.g, Moon,

It will appear black because nothing of the incident light is reflected back.

When the source of light is far off, i.e., at infinite-distance (comparatively very
large distance) the rays of light become parallel, hence the source behaves as a
parallel source.

But as the source of light appears closer to the object these rays of light start
following radially outward path and hence transform to point source of light.

Check Your Progress 2

1)

1)

As the cocfTicient of Ambient reflection (K,) lies between 0 and 1, the lesser value
{value closer to Q) conveys the message that the surface is more absorbing in
nature and similarly the surfaces having values of K, closer to 1, are highly
reflective.

As Black hole in universe reflects nothing sa the valuc of K, should be 0.

_heck Your Progress 3

)

As the surface under exposure transforms from imperfect reflector to the perfect
onc, lhe respective viewing angleg)f reflection keeps on decreasing because the
light reflected will be having more precise direction.

Since no variation in intensity of light is observed in any direclion, it implies the
surface is rough and it which leads to diffused reflection. If the surface is smooth

and shiny then reflection should be in one particular direction and not uniform in -

all directions.

Lambert’s Law forms the basis of the Lambertion reflection; the law says that
intensity of light is directly proportional to the angle between incident ray and the

normal.

~heck Your Progres.s 4

)

Lesser the value of Specular reflection parameter conveys the message that the
surface under exposure is quitc dull, the value of n increases as the surface shines

more and more,

Gourand Shading.

Refer to Shading (8.4).

Say < refers to increasing order of comparative perfonmance then constant
shading < Gourand Shading < Phong Shading [or reason behind refer to merits

and demerits of each type of shading,

Reler o shading section.

Polygon Rendering
and Ray Tracing
Methods
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6)

7

8)

Phong shading is better than Gourand shading, the reason being that in Gouraud
Shading . of the consideration of average normal, the intensity is uniform across
the edge between two vertices and this causes problem in shading. Deficiencies of
Gourand Shading are overcome in Phong Shading, where we are finding
intensities at different points across the edge and it is observed that intensity is
varying non- uniformty across the edge between two vertex points, but this
variation is uniform in Gouraud Shading. Thus Phong shading gives much better
cffect.

Resulting intensity (1)=1, K, + I3 Kycos 8 + L, K, cos" a;

When an object is under the exposure of light, then the rays of light are distributed
over the surface and the distribution of intensity pattern depends very much on the
shape of object. Now to represent such 3D scene on computer we need to do
rendering, i.e., transforming the 3D image into a 2D image, and because of this
rendering there is a possibility of loss of information like depth, height etc., of an
object in the scene. So to preserve this takes different Illumination models into
consideration, for preserving the information embedded in 3D scene and let it not
be lost while transforming it into 2D scene.

Check Your Progress 5

1)

E))

Ray tracing is a method of generating realistic images by computer, in which the
paths of Individual rays of light are followed from the viewer 1o their points of
origin”. Whereas ray.casting only concerns itself with finding the visible surfaces
of objects. ray tracing takes that a few steps further and actually (ries to determine
what each visible surface looks like.

Ray tracing makes use of the actual physics and mathematics behind light. Thus, '

the images produced can be strikingly life-like, or “photo-realistic”. For more
details refer to ray tracing algorithm.

If you put a grid over the image and only color those squares that are entirely
within the circle, you will get something like next figure. This blockiness is called
“aliasing”, and is exactly what happens when you try to display a circle on a
computer screen. The problem may be simplified by using a finer grid. Anti-
aliasing i3 a method for improving the realism of an image by removing the
jagged edges from it.
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BLOCK INTRODUCTION

Al units in blocks of this course MCS$-053, excluding the current block

(title: Multimedia and Animation), has deeply discussed Computer graphics and
suddenly we switching to computer animation. So, you may raise the question “is
therc any relation between computer graphics an animation”, the question is very
much valid and you will find the answer with in the animation unit (Unit 1 of this
block).

This black has two units dedicated to Computer Animation (Unit 1) and
Multimedia (Unit 2) we have planned to discuss both computer animation and
multimedia concepts all together, the intention behind is that both assist one another,
which is very much required when attaining realism is one of the prime goal. So, to
have a proper show we need contribution from both streams.

Unit 1: So, far as the animation section of the block is concerned, we are going to
fearn the actual practices adopted to perfprm animation i.e., right from traditional
practices to modern approaches, with respective software’s and hardware’s involved
in achieving the task. Apart from these approaches we will also discuss in detail how
the acceleration is simulated in any animation object, and this topic will involve the
cffect of basic mathematical functions on the motion possessed by the object at
different instances of time, i.e., how we produce slow motion, fast forward etc. in an
animaticn. In the end of unit 1 of this block we will describe how current application
of the animation are influencing and supporting the jobs involved in our day to day
life. :

Unit 2: In our unit 2 of this block, we will discuss the details related to the field of
multimedia which involves not only its types and applications but also “how
multimedia applications have become inseparable part of our life”. The file formats
are always the dominating factor in the field of multimedia because the actual output
performance is heavily dependant on the type of file format which we are utilising to
process our information, so this topic is also discussed in sufficient detail.

All the topics h1 the blocl. are very technical and you may like to explore more delaiis
about the topic, so w2 are sugpesting some websites and books, which you may refer
10;

Suggested Readings

) Dorald Heam, M.Pauline Baker “Compuser Graphics”, Second Edition, PHI.

2) Foley Vandam “Computer Graphics — Principles and Practices”, Second Edition,
Addison Wiley.

3} Multimedia Technology and Applicarions by David Hillman.

4) Multimedia — Making it work by Tay Vaughan.

5 Multimedia Systems Design by Prabhat K. Andleigh and Kiran Thakrar.

Websites: Animation Wehsites: Multimedia
hlip:/'www. bergen.org ; www en.awikipedia.org; www.computer.org;
hitp/www sigerupit org; wyavwhy-not.comn;
wwy. cegcomplilarsociety.org;
L www,webopedia.com, www. feitusledu; i
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1.0 INTRODUCTION

The word Animation is derived from ‘animate’ which literally means ‘1o give life to’,
*Animating’ a thing means to impart movemenl to something which can’t move on its
own.

It order to animate something, the animator should be able to specify, either directly
or indirectly, how the ‘thing’ is to move through time and space. We have already
discussed various transformations in Block 2 Unit 1 using which you can impart
motion, size alteration, rotation, ctc, to a given graphic object. Before dealing with
complexities of animation, let us have a look at some basic concepts of Animation in
section |.2. In section 1.3, we will discuss different kinds of animations.

In our childheod, we all have seen the flip book of cricketers which came free along
with some soft drink, where several pictures of the same person in different batting or
Lowling actions are intacl sequentially on separate pages, such that when we {lip the
pages of the book the picture appears to be in motion, this was a flipbook (several
papers of the same size with an individual drawing on each paper so the viewer could
{lip through them). It is a simple application of the basic principle of Physics called
Persistence of Vision. This low tech animation was quite popular in the 1800s when
the Persistence of vision (which is 1/16 th of a second) was discovered. This discovery
led to some more inlercsting low tech animation devices like, the zoeirope, whecl of
life, etc. Later. depending on many basic mathematics and physics principles, several
researches were conducted which allowed us to generate 2D/5 D) animations.

I.i OBJECTIVES

After going through this unit, you should be abie .

> deseribe the basic properties ol animaltion:

o classify the antmation and its Lypes;

¢ discuss how to impart acceleration in antmation, and

»  give exemples of ditferent animation tools and applications.
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1.2 BASICS OF ANIMATION

raditional and historical metheds for production of animation

Tn units [ and 2 of block 2 we have studied the transformations involved in computu
graphics but you might not have noticed there that all transformations are related to

space and not to time. Here, lies the basic difference betwecn Animation and graphics..

The difference is that animation adds to graphics, the dimension of time, which vastly
increases the amount of information to be transmitted, so some methods are used to
handle this vast information and these methods are known as animation methods the
Figure I gives a broad description of methods of animation.

Animation
Methods ¢
First method Sccond Method
Computer Generated Computer Assisted
tiah Fevel Low Level
Technioue * Technique *

Figure 1: Methods of animation

First method: Here, artist creates a succession of cartoon frames, which are then
combined into a film.

Second method: Here, the physical models are positioned to the image to be
recorded. On completion the mo.del moves to the next image for recording and this
process is continued. Thus, the historical approach of animatipn has classified

compuler animation inlo two main categories:

a) Computer-assisied animation usually refers to 2D systems that computerise the
{raditional animation process. Here, the technique vsed is interpolation between
key shapes which is the only alzorithmic use of the computer in the product Telh
this type of animalicsi equation, curve morphing (key frames, interpeiation.
velocity conirol), imape meriinng,

b) Compu-r generated animation is the animation presented via film or video,
which is aguin based on 1hé concept of persistence of vision because the eye-
brain assembles a sequence of images and mterprets thicm as a contlinuous
movement and if the rate of change of pictures is quite fast then it induce the
sensation of continuous motion.

This molion specification for computer-generated animation is further divided into

2 eatereries

Eate lovel technigues vintofion specific)

Techitiya: » used to Bcly coutol the motion of any eraphic objec fniny ot
sCoae, Sudh wehnigues are also referred as motion speclic ! Lc.mlquu, Docqits . o~
speeify the motion of any o sraphic object in scene, techniques like interpoi: ., o,

approxunetion otc., are used in motion specification of any graphit abject, Jav i
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. . . . , Computer Animation
techniques are used when animator usually has a fairly specific idea of the exact P

molion that he or she wants.

High level technigues (motion generalized)

Technigues used to describe general motion behavior of any graphic object, these
technigues are algorithms or models used to generate a motion using a set of rules or
constraints. The animaior sets up the rules of the model, or chooses an appropriate
algorithm, and selects initial values or boundary vaiues. The system is then set into
motion and the motion of the abjects is controlled by the algorithm or model, this
approaches often rely on fairly sophisticaled computation such as vector algebra and
numerical techniques and others.

Isn’t it surprising thal the Computer animation has been around as long as computer
graphics which is used to create realistic elements which are intermixed with the live
action to produce animation. The iraditional way of animation is building basis of the
compuier generaled animation systems and are widely used now a days by different
companies like, Disney, MGM, Warner Bros, etc, to produce realistic 3D animation
using various animation 100ls. As various tools are available for different uses. Thus,
the basic problem is to select or design animation toois which are expressive enougli
for the animalor 1o specily what s/he wants to specify while at the same time are
powerful or automatic enough that the animator doesn'L have to specify the details that
s/h¢ is not interested in. Obviously, there is no single toal that is going to be right for
every animator, (or every animation, or even for every scene in a single animation.
The appropriateness of a particular animation toel depends on the effect desired by the
animator. An artistic picce of animation will probably require different tools for an
animation intended to simulate reality. Some examples of the [atest animation tools
available in the market are Soflimage (Microsoft), Alias/Wavefront (SGI), 3D studia
MAX (Autodesk), Lightwave 3D (Newtek), Prism 3D Animation Software (Side
Effects Software), HOUDINI (Side Effects Sofiware), Apple’s Toolkit for game
developers, Digimation, etc. )

Afler having some breifings about the overall topic of animation, now let us go to its
dctails. Firstly we define/describe computer animation which.is a time-based
phenomenon that covers any change of appearance or any visual effect with respect to
the lime domzin, which ficludes motica, i.e., positional change(transiation/rotation),
lime-varyiig changes in shape, colour (paletie). transparency and even changes of the
rendering technique.

V2.0 Definition

A uime based phenomenon for impatiing visual changes in any scene according 10 any
time seduence, the visual changes could be incorperated through translation of object,
scaling of objecl. or change in colour, transparency, surface texture ctc.

Moz Ttis to be notod thai computer animation can also be generated by changing
crine:a parameters such as its position, orizntation, focal length ete. plus changes in
e light effects and other paraineters associated with illumination and rendering can
produck computer snimation oo,

i 2.2 Trvaditional Antor ' Techaigues
Serizibe @dvent o comipiier outmalion, 23 paimaive A done By hiind, which
LU AR QTIORLOGS ainGuid of work. Y ou cay have 2. wéca ol work by considering

that cach seeond of animation iilin contains 24 [rames ¢fitm) then, one can imagine
e winevai of work in creating aven the sheriest ol anirated fHlms. Before, ceeating
a0y anzuation the fest step s to design the coneemed storyboard vinich is the first

oo jook ke M oaoms as o

el et -~ . ' .
Er T3 2 cannon s e mage of potinnion g o
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series of strip comics, with individual drawings of story lines, scenes, characters, their
emotions and other major part of movic. Now, let us discuss a couple of different
techniques, which were developed for creating animation by hand.

Key Frames

Afler a storyboard has been laid out, the senior artists go and draw the major frames of
the animation. These major frames are frames in which a lot of change takes place.
They are the key points of the animation. Later, a bunch of junior artists draw in the
irames in between. This way, the workload is distributed and centrolled by the key
‘rames. By doing work this way, the time in which an animation ¢an be produced is
cul dramatically, depending on the number of people working on the project. Work
can be done simultancously by many people, thus cutting down Lhe lime needed to gel
a [inal product out.

Cel Animation

By creating an animation using this method, each character is drawn on a separate
niece of transparent paper. A background is also drawn on a separate piecc of opaque
paper. Then, when it comes to shooting the animation, the different characters are
overiaid on top of the background in each frame. This method also saves lime in that
1he artists do not have to draw in entire frames, bul rather just the paris that need to
change such as individual characlers, even separate parts of a character's body are
placed on separatc ieces of transparent paper. For further understanding, let us have
an example. Say you want to show that an aeroplang is flying. You can draw an
aeroplane on a transparent shect and on another opaque sheet you can have clouds.
Now, with the opaque sheet as background you can move the transparent sheet over i,
which gives the feeling of flying aeroplanc.

These traditional techniques were extended to the era of computer animation
techniques and hence different animation systems arc evolved. We cannot say which
technique is better because different techniques are used in different situatious. In fact
al! these animation techniques are great, but they are most useful when all of them are
used together. Cel animation by itself would not help out much if it wasn't for key
frames and being able to distribute the workload across many people.

Now, let us also discuss the computer animation methods, which are in wide use, two
of the typical computer animation methods are ‘frame’ animation and sprite
animation.

Frame animation non- inleractive animation rectangular shape (Cartoon movies)

This is an “internal” animation method, i.e., it is animation inside a rectangular frame.
1t is similar to cartoon movies: a sequence of frames that follow cach other at a fast
rate, fast enough 1o convey {lvent motion. It is typically pre-compiled and non-
interactive. The frame is typically rectangular and non-transparent. Frame animation
with transparency information is also referred 1o as “cel” animation. In traditional
animation, a cel is a sheet of transparent acetate on which a single object (or
character) is drawn,

Sprite o vimation interactive. may be non rectangular (Computer games)

In ns stmplest form itis a 2D graphic object that moves across the display. Sprites
oilen can hidve uansparent areas. Sprites are not resiricted to recthngular shapes. Sprite
animation lends hself well to be interactive. The position of each sprite is controlled
by the user er by an application program (or by both). t is called “external”
animalior."Ve vefer 1o animated objects (sprites or mchics) @5 animobs™. In games

Tt bl

B e R



and in many multimedia applications, the animations should adapt themselves to the Computer Animation

environment, the program status or the user uctivity. That is, animation should be
interaciive. To make the animations more cvent driven, one cait embed a script, a
small excculable program, in every animob. Every lime an aniniob touches another
animob or when an animob gets clicked, the script is activated. The script then decides
how to react t the event (if at all). The script file itself is written by the animator or
by a programmter,

5" Check Your Progress 1

1) What do you mean by animation, what are different ways (o produce it?

3}  Differentiate between
a) Key frame and Cel animation b) Low level and high-level animation

technigues.

4)  Which animatien technique is better, Key{frame or Cel animation?

1.2.3 Sequencing of Animztion Design

Till now we have discussed a lot about the traditional and current trends of computer
generated animation bul now it, is lime to practically discuss tlie necessary sequencing
of animation steps which works behind the scenes of any animation.

This sequencing is a standard approach for animated carloons and can be applicd to
other animation applicatons as weli. Generai Steps oi designing (he animation
sequence are as follows:

) Layout of Stervboacd: Storybeard layeut is the action outline used to define the
mation sequence as a sel ol basic events thot are 1o inhe place, it i the tvpe of
Faiuiion W te pivducen wiich decides the storvhenid fwoul, |, the storvbeand
culisists o a sel o rough sketches o1 a list of basic ideas 1or the motion,

PoTT AT
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7} Definition of Object: The object definition is given for cach participant object in
‘ian, The objects can be defined in lerms of basic shapes, associated movements or
vement along with shapes.

3) Specification of Key Frame: It is the detailed drawing of the sgene at a cerlain
1ime in the animation sequence. Within cach key frame, each object is posilioned
according to time for that frame. Some key frames are chosen at the extreme positions
in the action; others are spaced so thal the time interval between key frames is not too
oreat. More key frames are specified for intricate motion than for simple, slowly
varying motions.

i) In-between frames Generation: In-between frames are the intennediate frames
between the key frames. The number of in between frames is dependent on the media
lo be uscd to display the animation, In general, film requires 24 frames per second,
and graphic terminals are refreshed at the rate of 30 to 60 frames per second.
Typically the time interval for the motion are sel up s0 that there are 5 to 5 in-
betweens for cach pair of key frames. Depending upon the speed specified for the
motion, some key frames can be duplicated. ’

Noie: There are many applications that do noi follow this sequence like, real time
computer animations preduced by vehicle driving or flight simulators, for instance,
display motion sequeice in response 1o setting on vehicle or aircraft controls, plus the
visualization applications are generated by the solution of numerical models. And for
frame-by-frame animziion each frame of the scene is separately generated and stored.
Later the frames can be recorded on film or they can be consecutively displayed in
“real time playback™ mode.

In order to explain the overall process of animation mathematically consider the
Figure 2. In order to have smooth continuity in rnotion of objects. a number of in-
Letween frames are sandwiched between two key frames Now, there is a relation
between different parameters, i.c., key frame, in-between frame, time, number of
frames required per second which is

! Formula:
Required Key frames for a film= {[Time(in seconds))*|lrames required per second(in sencral =243}

{no. of in between [rames)

Figure 2

Exzmple 1: How many key frames does a one-minute animatior: film sequence with
no duphications require ?

Soluiinn: One minvte = 60 secands
No. of frames required per second=24

Mo of {rames required in entire film=24-60= 1440

That is we would need (440 frames for a one-minute animation fiim,

CoTTATETTILIS T e -
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Example 2: How many key frames does a one-minute animation film sequence with
no duplications require if there are five in betweens for cach pair of key
frames ?

Solutien: Qne minute = 60 seconds
No. of frames required per second = 24
No. of in-beuveen frames =5
No. of frames required in cntire film=(24*60)/5=288

That is we would need 288 key frames for a one-minute animation film if the number
of in-beiween frames is 5.

&T Check Your Progress 2

)  How many frames does a 30-second animation film sequence with no
duplication require? What will be the-answer if duplication is there?

2)  How many frames docs the same film as in El require if it has three in-between
frames?

3)  Why does an animation film require 24 animation frames per second? Can this
number be less than 247 If yes, then up (o what extent this number can decrease
and what will be the effect of animation on the reduction of this number?

4)  What are the steps 1o create an animation?

1.2.4 Types of Animation Systems

Wi have discussed abave that the sequencing of animation is uscluf in developing any
animation. This sequencing is morc or less the *same in all animation sysiems’. Before
proceeding to the txpes of animaticn in the next scclion, let us study the types of
Annnition Sysiens,

Sedet us discuss a dew auimation sysems, which zre aenerally used:

wey Frame Sysiems

I'his tzehnique is for low-leve! motion control. Actuaily these systens include
anguages which are designed simply 10 generate the in-belweens from the uscr-

specitizd key Trames,

Computer Animation
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"Usually, cach abject in the scene is defined as a set of rigid bodies connecied at the

joints and with a limited number of degrees of freedom. Key frame systems were
developed by classical animators such as Walt Disney. An expert animator would -
design (chorcograph) an animation by drawing certain intermediate frames, called
Key frames, Then other animators would draw the in-between frames.

The sequence of steps to produce a full animation would be as follows:

1} Develop a script or story for the animation.

2y Lav out a storyboard, that is a sequence of informal drawings that shows the form,
structure, and story of the animation.

~1 Record a soundtrack.

1} Produce a detailed layout of the action.

3} Correlate the layout with the soundtrack.

¢) Create the "key frames" of the animation. The key frames are those where the
eniilies to be animated are in positions such that intermediate positions can be
easily inferred.

7y Fill in the intermediate frames (called “in-betweening’ or “tweening™).

8) Make a trial “film" called a “pencil test™.

%) Transfer the pencil test frames to sheets of acetate film, called “cels™. These may
have multiple planes, e.g., a static background wilk an animated foreground.

10) The cels are then asseinbled into a sequence and filmed.

With computers, the animator would specify the key frames and the computer would
draw the in-between frames (“tweening™). Many different parameters can be
interpolated but care must be taken in such interpolalions if the molion is to look
“real”. For example, in the rotation of a line, the angle should be interpolated rather
than the 2D position of the line endpoint. The simplest type of interpolation is linear.
i.e., the computer interpolates points along a straight line. A better method is to use
cubic splines for interpolation (which we have studied in Block 3). Here, the animator
can interactively construct the spline and then view the animation.

Note: From the above discussion, it is clear that in key frame systems the in-between
frames can be generated from the specification of two or more key framcs, and among
ithem we can set the motion path of the object under consideration by describing its
kinematics description as a set of spline curves. For complex scenes we can separate
the frames into individual components or objects called cels {Celluloid
transparencies). In these complex scenes, we can interpolate the position of individual
objects between any two times. And in ihis interval the complex objects in the scene
may suffer from various iranstorinations like the shape or size of object may change
Jver lime, ele., or the enlire objecl may change to some other object. Thede
transformations in a key frame system lead o Morphing, Zooming, Partial motion,
Panning (i.c., shifting of background/loreground to give the illusion that the camera
seems 1o follovs the moving cbject, so that the background/ feregreund seems to be in
niotion), etc, .

MORPHING: Transformalion of object shapes from cne fornin to ancther is called
morphing {shert form of metamorphism). Morphing methods can be applied 10 any
mortion or {ransilion involving a change in shape. To understand this, COnSider/{h;b
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The Figure 3 shows the lincar interpolation for iransformation of two connccted line Computer Animation

segments in key frame K on to a line segment in key frame K-+1. Here, the number of
vertices in both frames are the same, so simply position changes.

But if the situation is vice versa, i.e., say key frame K is a Line and key frame K+1 s
a pair of lines, we need 1o have lincar interpolation for transforming a line segment in
key frame K into two connected line segments in key frame K+1. As transformation is
fror one linc to two lines and since frame K+ hagextra vertex we add a vertex
between I and 3 in frame K. to have balance between number of vertices and edges in

two frames
Added
Verex
I v 1
v , v v
Key Frame K In-between Frame Key Frame K+1
Figure 4

Seripting Systems are the earliest type of motion control systems, Scripting systems
allow object specifications and animation sequence to be defined with a user input
script., and from this script, a variety of various objects and motions can be
constructed. So, to write the script the animator uses any of the scripting languages.
Thus, the user must learn this language and the system. Some scripting systems are
PAWN (An embedded scripting language formerly called Small} with syntax similar
to C, ASAS (Actor Script Animation Language), which has a syntax similar to LISP.
ASAS introduced the concept of an actor, i.e., a complex object which has its own
animation rules. For example, in animating 2 bicycle, the wheels will rotate in their
own coordinate system and the animator doesn't have to worry about this detail.
Actors can communicate with other actors by sending messages and so can
synchronize their movements. This is similar to the behavior of objects in object-
oriented languages.

Parameterised Systems these are the systems that allow objects motion
characteristics to be specified as pari of the object definitions. The adjustable
parameters control such objects characleristics as degree of freedom, morion
limitations, and allowable shape changes,

I Check Your Progress 3

1) After being exposed to different concepts of compuicr graphics and animation
through and Block 2 (which inform uses concepts of CS-60) and the introduction
of this Unit, can you answer one simple question. “when do we need to use .
computer graphics in computer animation ?




Multimedia and
Animation

2)  What do you think which type of animation system will be suitable 10 gencraie
carigon films and which one will be suitable to generaie computer games?

3}  Whai arc animobsrn which system of animation they are used?

4)  What do we mean by Morphing and Panning? What is their significance in
animation? i

1.3 TYPES OF ANIMATIONS

Procedural Animation: This type of animation is used (o generale real time
animation, which allows a more diverse series of actions to happen. These actions be
created using some could otherwise predefined animation procedures are used to
define movement over time. There might be procedures that use the laws of physics
(Physical i.e., modeling based) or animator-generated methods. Some example of
procedural animation is collision which is an activity that is the result of some other
action (this is called a “secondary action”). for example throwing a ball which hits
another object and causes the second object 10 move; simulating particle systems
(smokes water etc.) hair and for dynamics. in computer video games it is often used
for simple things like players nead rotation o look around. ctc.

Representational Animation:” This technique allows an object to change its shape
during the animation. There are three sub-categorics 10 this. The first is the animation
of articulated objects, i.c., complex objects composed ol connecied rigid seginents.
‘I'he second s soft object animation used for deforming and animating the deformation
ol objects, ¢.2., shin over a body or facial muscles. The third is morphing which is the
changing of one shape into another quite different shape. This can be done in two or
three dimensions. :

Stochastic animation: This uses stochastic processes (A stochastic precess can be
considered as a random function). This randomness could by in time or space variable
of lunction. the randomness in time leads 1o stochastic animation 1o contro} groups of
sbjects. such as in particle systems. Examples are fireworks, fire. waterfalls. etc., or
speech awdio signal, medical data ECG, BP. etc. or Random walk.

BEehavioural animation: Used to control the mation of many objects automaticaily.
D¥bjects or “actors™ are given 1nles about how they react Lo their envivonment. The
primacy Jifference is in the objects being animated, instead of siinply proceduraliy
controlling the position of tiny objects. This type of animation is generally used 10
aniimate flocks. school, herds and crowds. Examples are schools of fish or flocks of
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_birds where cach individual behaves according te a set of rules defined by the
animator.

So as 1o generate these types of animations, we need to have familiarisation with some
general funclions which every animation software is suppose to have, In general
animation functions include a graphic editor, a key frame generator, an in-between
generator, and standard graphic routines. The graphic editor allows us to design and
modily object shapes using splines surfaces, Conslructive Solid Geometry (CSG)
methods and other representational schemes.

In the development of an animation sequence some steps are wel suited for computer
solutions, these include object manipulations, rendering, camera motions and the
generation of in-betweens. Animation packages such as wave front provide special
functions for designing the antmation and processing individual objecls.

Some peneral functions available in animation packages are:

*  Object Function 10 store and manage the object database, wherc the object shapes
and associated parameters are stored and updated in the database.

¢ Object Funcilion for motion generation and object rendering. Motions can be
generated according 1o specified constraints using 2D and 3D transformations.
Standard functions can then be applied to identify visible surfaces and apply the
rendering algorithms.

* Object function to simulate camera movements, standard motions like, zooming,
panning, tilting etc. Finally the spzcification for the key frames, the in-between
frames can be automatically generated.

1.4 SIMULATING ACCELERATIONS

in Block 2, we have seen the deminance and role of mathematics in computer
graphics and here, we will undertake the involvement of mathematics to simulate
motion. As the motion may be uniform with acceleration to be zero, positive or
negalive or non-uniforim, the combination of such motiens in an animation contribules
to realism. To impart motion (o a graphic object, curve fittings are often used for
specifying the animation paths between key frames. Given the vertex positions at the
key frame, we can [it the positions with linear or non-linear paths, which determines
the trajecteries for the in-between and to simulate accelerations, we can adjust the
time spacing for the in-betweens.

Let us discuss different ways of simulating motion:
s Zero Acceleration (Constant Speed)
*»  Non-Zera Accelerations
~o  Positive accelerations
o Negalive accelerations or Decelerations
o Combination of accelerations

I} <ero Acceleration (Constant Speed): Here, the time spacing tor the in-betweens
{i.e., in-between frames) is al equal interval; ie., if we wanl N in-betweens [or
Loy frames at tine Ta and Th, then. the wime interval belween key frames is
divided into N+1 sub-intervals leading to in-between spacing of A T given by the
cxpression in Figure 5.

Computer Animation
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Figure 5

AT=(Th-Ta)/(N+1)

Thus, the time of any J " in-betwcen can be found by

Tj=Ta+J*AT J=1,2,3,......,N

Note: A linear curve leads 1o zero acceleration animation.,

2) Non-Zero Accelerations: This technique of simulating the motion is quite useful
introducing the realistic displays of speed changes, speciaily at the starting and
completion of motion sequence. To model the start-up and slow-down portions of
an animation-path, we use splines or trigonometric functions (note: trigonometric
functions are more commonly used in animation packages, whereas parabolic and
cubic functions are used in acceleration modeling).

 Positive Accelerations: In order to incorporate increasing speed in an
animation the time spacing between the frames should increase, so that
greater change in the position occur, as the object moves faster: In general, the
trigonometric function used to have increased interval size the function is (1-
Cos ©) ,0<0<I1/2 .

For n in-betweens, the time for the J ™ in-between would be calculated as

I AT, =Ta+ AT[1 - CostJ TI/2(N +1))] J=1,2,3 e i
_ AT=time difference between two key frames =Th-Ta
T ety ] ! I T

]
{ I ! I I
Figure 6

Figure 6 represents a positive acceleration case because the space (i.e., time space)
beiween frames continuously increases leading to tlie increase in accelerations i.c.,
changes in object position in two frames is fast. Let us, study the trigonometric
function used 1o achieve posilive aceeleration, i.c., Y=(1-Cos @) .0<Q<[1/?

MO=0; ¥Y=(1-Cos0)=1-1~0
ALB =20 Y= (1-CosTh)=1-0=|

Now laok at Figure 7 for proper understanding of coucepl.

f o im—— T



Computer Anlmation

Figure 7

Note: Having projections of points on curve, over Y axis, we will reccive a pattern
similar to Figure 6, which is required (o produce positive acceleration.
"1 ]

1

Frame spacing
(Increasing)

P

0 1
Figure 7{a)
Increases in gap along y-axis depict that spacing between key frames increases, which
leads to accelerated motion.

As our aim here is 10 have acceleraiion in the motion so we create N-in between
frames, between two key frames (which leads to N+ sections) and divide © axis in to
N frapments, fur each fragment, we find Y=(1-Cos@. Substituting different values of
© we get different Y as shown in Figure 7'and 7(aj, the space between frames is
continuously increasing, imparing an accelerated motion.

l.ength of cach subinterval A ©) = (®-@: ¥no. of subintervals

= ({172 -0)/N+1=TI/2(N+1)

Hence, change in (ﬁ\@)-produces change of 1- Cos ( TT/2(N-+1))

e Negative Accelerations: In order to incorporate decreasing speed in an animation
the time spacing between the frames should decrease, so hat there exist lesser
change in the posilion as the object moves. la general, the irigonometric fuaction
used to have increased inierval size the function is Sin © 0-E<1l/2. ‘

For o in-belweens, dac fime for the I in tevvect would be caleulated as:

T, =T ATISIRCTTUZIN + D3 FE AR

. q__ Ex -
fa ) - . | |+Llf
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As in the Figure, the spacing between frames is decreasing so the situation changes
irom fast motion to slow motion, i.e., decreasing acceleration or deceleration. Let us,
study the trigonometric function used to achieve this negative acceleration. i.c.,

Y=8in@ in the interval 0<@<[1/2

Al@=0 ; Y=Sin(@=0)=0
AtO=TI/2 ; Y=Sin(@=T112)=1

Now, dividing the @ range in to N+1 parts and plotting the graph Y Vs © we will get
a sine curve as shown below:

1.0

~
o

=

i
-
b

3
3
Figure 9
12
Note: Having projections of points on curve, over Y axis we will receive a pattern
similar to Figure 8, which s required 1o produce negative acceleration.

*.

Framespacing l...I.'-III--I-'--I-I---il
(Rucreasing)

-

-

Flgure 9(a}

Having projections on y-axis we find, as we, move from y = 0 to y = 1 the distance or
spacing between frames continuously decreases leading 1o negative acceleration or
slow motion.

The range 0<@<Y1/2 is divided into N-+1 parts so length of each fragment will be
MOY =(T1/2 - 0)/N + 1 =TI/2(N + 1)

Fuch /MO change produces change of  AY = Sin(IT/2{N + 1))
For Itk segment AY =Sin{J *TT/2(N + 1))

Therefore, out of N in belween [rames the time for the Jih in-batween frame is
T, =Ta +AT[Sin(J I/2(N + 1))

SSTTE T s




Where AT=Gap between two key frames=Tb-Ta

s Combination of Positive and Negative accelerations: In reality, it Is not thot o
tody once accelerated or decelerated will remain so, but the metior may contain
both speed-ups and slow-downs. We can model a conibination of acceleraiing —
decelerating motion by first increasing the in-betwecn spacing 2nd {hen
decreasing the same, The trigonometric function used to accomplish these time

changes is

Y=(-Cos®)2 ; 0<O©<I]2
The tims for the Jih in-between is calculated as

T, = Ta + AT{[1 - (Cos(JTI/(N + 1))}/ 2} J=h23, N

A T=time difference between two key frames =Th-Ta

Ta Tb
TR | AT | L
JINE ! ! I T
< e >

Positive Acccleration Negative Acceleration
Figure 9 )

In the shown Figure 9, the time interval for the moving object first increases, then the
time interval decreases, leading to the simulation of motion that first accelerates and
then decelerates.

Nate: Processing the in-betweens is simplified by initially modeling “skeleton™ (wire
frame) objects. This allows intcractive adjustment of motion sequences. After
the animation sequence is completely defined, the objects can be fully
rendered.

%% Check Your Progress 4

1} What type of acceleration will be sivaulated if:”
a) Distance between frames is constant
b) Distance belween frames continuously increases
c)} Distance belwcen lrames continuousty decreases

2)  What type of animation does a straight line function (y=mx+c} produce and
why?

Compuier Animatlon
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3}  Why the animnlion secms to be accelerating if the spacing between frames
keeps on increasing?

g0 discuss the case when it is decelerating the spacing between frames keep on
decreasing.

1.5 COMPUTER ANIMATION TOOLS

To create different types of animation discussed above, we, need to have special
software and hardware too. Now, the basic constraint is about the choice of proper
hardware and software out of the many available in the market.

Thus, the basic problem is to select or design animation tools, which are expressive
ensugh for the animator to specify what s/he wants 10 specify which, at the same time,
are powerful or autornatic enough so that the animator doesn’t have {o specify the
defails that s/he is not interested in. Obviously, there is no single tool that is going to
be right for every animator, or for every animation or even for every scene in a single
animation. The approprialencss of a particular animation tool depends on the effect
desired by the animator, An artistic piece of animation will probably require dilferent
tools {both software and hardware) to simulate reality. Along with software we need
to have some special hardware to ‘work with the concerned software,

Here is a short [ist of some 3D animation software:

Softimage ( Microsoft)

Alias/ Wavefront { SGI)

3D studio MAX (Autodesk)

Lightwave 3D (Newtek)

Prism 3D Animation Software (Side Effects Soltwvare)
{HOUDINI (Side Effects Software)

Apple’s Toolkit for game developers

Digiination  elc.

The categories of beth hardware and sefware required to work on animation are now
1o be discussed. Computer animation can be done on a variety of conipulers. Simpie
ccll animation requires nothing more than a computer system capable of simple
araphics with proper animation software. Unfortunatcly, most of the cornputer
animation that you see on televiston and in other areas is done on extremely
sophisticated workstations. So as to cover both hardware and sottware required for
animation, the tools are scegregated into hwo sections, sofiware and hardware.,

In the hardivare section, all the different computer platforms on which computer
animaiion is done are explained. The softwarc is cxplaincd in the softwarc scction.
“Only the most popnlar and most well known soltware are explzined, since, a huge
number of “aliware are available in the market, so il would be practically impossible
to name ol computer animation programs because there are so many of them.

1.5.1 BHurdware

Hardware comes in many shapes, sizes, and capabilities. Some hardware is speciatised
10 de only cenain tasks. Other kinds of hardware do a variely of things. The foilewing
are the most corman hardware used in the field of compurer animaticn.

-
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SGi (Silicon Graphics Inc.): The SGI platform is one of the most widely used
hardware platforms in professional or broadcast quality computer animation
productions. Some of the salient lcatures of SGI computers are that, of the differen.
lypes available in the market. SGI computers are extremely fast, produce excellent
results, and operate using the widespread UNTX operating system. SGls are produced
by Silicon Graphics, ranging from the generat purpose Indy®, to the high power
Indigo2 Extreme® used to produce animations, the Onyx®, which is especiafly suited
10 do complex calculations. Almost ali major production studios use SGls state of the
art sofiware like Wavefroni, Alias, and Softimage which run on SGls.

PCs (Personal Compulers really): PCs are really versatile machincs, which have
been around for years. PCs are e favourile of many computer users, because of their
combination of flexibility and power, PC's have proven to be very uscful for small
companies and other businesses as platforms to do computer animation. Some
applications such as 3DStudio and Animator Studio are used on PCs to make
animations. PCs are relatively cheap and provide pretty good quality of animation.
Recently though, PCs have been getting a lot of attention from different production
houses because of their relatively small price and.ihe quality of the finished products.

Amiga: Originally owned by Commodore, Amiga computers have held a position in
the computer animation industry for a number of years, It is widely used in introduced
effects and amination for movies/TV shows ctc. There are two software packages that
Amiga's are basically known for: Video Toaster and LightWave 3D. The Amiga is
based on Commodore, but it has been greatly customised to be a graphics machine.

Macintosh: Macs were originally designed 1o be graphic and desktop publishing
machines. Macs did not become that widely known until recently, when newer, faster
models came out. Many people consider Macs slow and inetficient, but that is not
nceessarily true. Right now with the advent of the Power Macintosh, the Mac is a
pretty useful tool for small-scale companies wishing to do nice looking applications.
Many companies are producing computer graphics and animation software for
Macintosh. Some ol these are Adobe with products such as Plotoshop and Premicre
and Strata with Strata Studio Pro. There are also a few applications that were ported to
the Macintosh from the SGIs such as Elaslic Reality and Alias Sketch (a lower end
version of Alias). Lately, a lot of production studios have starled using Macs because
of their graphical abilitics for smaller scale projeels.

1.5.2 Sottwarce

You might have the best hardware in the world. but without a good software package,
your hardware can do nothing. There are literally hundreds of computer animations
and graphics soltware packages out Lhere, however. only a few are considered
industry favouriles. Some of the most popular software packages used by companics.
schools, and individuals all around the globe are:

1) Adobe flash: Formerly, it was known as Macromedia flash and priorto this, it
was Futuresplash. It is in fact an [DE that refers to both Adobe flash player and
the multimedia authoring program which are used to create applications like,
websites, pames, movi=s, etc. It has featurcs to support both vector and raster
graphics, the scripting language used with il is k.a Action script. So, Adobe fash
iv an IDE (integrated developmenr environment), Flash players is important
compainent ol Adobe Hash because, it is the virtual machine which is used 1o run
or parse e Tash files ciraditionally MNosh Mles are colied Jash movies that have
software extension), Mow-a days the fash technology 15 used very frequently o
create iteracuve websiles, Animation, Advertisements, cle.

I
—

3Dstudio: 3DStudiv is ¢ 3D computer graphics programme. 3DStudio runs on
PCs. Tuis relatively casy to use. Many schools and small time production studios

Coempuler Animationg
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use 3DStudio to satisfy their needs. 3DStudio is created by AutoDesk. 3DSiudio
consisis of a 2D raodeler, in which shapes can be drawn, a 3D Lofter. in which
2D shapes can be extruded, Lwisted, or solidified to created 3D objects. Then,
there is a 3D modelet. in which a scene is created. Finally, there is an animator in
which key frames are assigned to create an animation and a material edilor, in
which a great variety of textures can be created. Overall, this is a great program.

3y 3DStudio Max: The successor to 3DStudio 3.0, 3DStudio Max runs under
WindowsNT. It is entirely object oriented, featuring new improvements such as,
volumetric lighting, space warps, and an all new redesigned interface.

LightWave3D

LightWave 3D is another high end PC 3D computer graphics software package,
Originally developed for the Amiga platform, LightWave 3D is now also available on
the PC. LightWave 3D is used in quite a few television, productions such as, Babylon
5 and SeaQuest.

Adobe Photoshop

Although Adobe Photoshop is not a computer animation application. it is one of the
top of the line graphics programs. It is created by Adobe. Photoshop runs both on
Macs and PC Windows, and even on SGis. It can be used 10 touch up digitized images
or to create graphics rom scratch.

Adobe Premiere

Adobe Premier, just like the name says, is created by Adobe. It is a too] used 10
composite digitized video. stills, and apply a veriety of transitions and special effects,
Adobe Premiere runs, both on Macintoshes and PCs Windows.

AliasTWavefront

Alias is one of the topmost computer animation packages out there. Alias was
produced by the company that used 10 be Alias. but now it joined with Wavefront and
ts known as Alias. It runs on SGI's. Alias is well known for its grcal modeler which is
capablc of modceling some of the most complicated objects. Also. this software
package is very flexible. allowing for prozrammers to creaie soflware that will run
hand in hand with Alias.

Animator Studio

Animator Stuaia is a ceil animation program from AutoDesk. Its predecessor was
Animator Pro for PC DOS. Animator Studio runs under Windows, It has a multitude
of features that minimize the aniniation creation time.

Elastic Reality

Eiastic Reality is one of the top of the line morphing programs. Elaslic Reality runs on
Macs and SGls. One of the preat features of Elastic Reality as opposed 10 other
programs is that. it uses splines as opposed to points to define the mophing area.
Flastic Reality allows us 1o morph video as well as stil} images.

Softhmage

{ine of the most popular computer animation software packages. Sofifmage is used in
many wop production studios around the country and around the waorld,
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Strata Studio Pro

Strata Studio Pro is probably the most known 3D graphics application on the Mac. h
is created by Strata Inc. Strata Studio Pro is mainly a still graphic rendering
application. but it does have animalion capabilities. Graphics for some games such as
Myst were created in Strata Studio Pro,

1.6 APPLICATIONS FOR COMPUTER
ANIMATION

Now-a-days. animation influences almost every aspect of life right from entertainment
to education 1o security and many more areas. Here are sotne domains in which
animation has, plaved a great role and many more applications and domains are about
to come. Some applications in different domains are:

Entertainment: Games. Adventising, Film, Television, Video. Mullimedia, are some
of the entertainment ficlds in which computer animatien has wide contribution, the
1opic is self explanatory as you all are cxposed to the usage of animation in these
ficlds from your day to day life programs on televisions, computers, etc.

Film: Computer animation has become regular and popular in special effects. Movies
such as “Jurassic Park”. “Terminator 2; Judgment Day ™, and “The Abyss ™ have
brought computer animation 1o a new level in their films. Scale models are a fast and
cost effective method of creating large alien scenes. But animalion has done just as
well in animating fire, smoke. humans, explosions, and heads made out of water.

A major part in integrating live film and the computer animation is to make absolutely
sure that the scale and perspeclive of the animations are right. The scale is important
to making the animation believable. The animators go through a great deal of work to
make sure this is right. Usually computer animation is only used when the scene
needed would be impossible or very difficult to create without it.

Television: Computer Animation plays a great role in television. Maost of the tilles on
the television programs, news casts, and commercials, are done with computer
animation. In the past. when computers were nol a part of the process, animations
were done with live video, cel animation, scaic models, and character generators.
Now, wilh the advent ol computers, special programs could be used (i.c., computer
painting, 3-D animation, motion control, and digital compositing programs).

Computer animation has simplified the making of television program titles, because of
the versatility of computer generated animations, almost anything is possible. An
animator can have a totally computer generated animation or have an animation with
live video integrates, or even live video with animation integrated. Computer
animalion has advantaged the media aiso desires. With computer animation,
professional animators can use pre-made templates to create animations for
sroadcasting within minutes of receiving the news.

Video: Everyone heard of animated cartioons. There is a new cra of cartoons
emerging on television. Computer animated cirtoons can be produced much faster
than ceil animated ones. This is hecause, the animator does not have to draw cvery
single frame, but only has 1o create a keyframe using. which (he computer generales
the in-between {rames.

Sometimes computer animation looks rnore realistic. Sometimes, it is even possible 10

create computer animalions that took realistic so that a person might not be able to
«ell, if it is real or not by simply looking at it, but this requires, enormous team effort.

Compuler Animatian
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Edueation: Now-a-days, studies of subjects like, An, Physics, Chemistry, Maths,
tinlogy. Medicine, Engineering, Technology, etc., are quite simple and interactive
through the concept of E-Learning, where the electronic data like, educational CD's,
websites, T.V. programs are contributing a lot. To make studies quite simple,
animation plays an important role in fields that excessively need use animation for
ieHer understanding, are:

Physics: Say some students want to study the concept of rocket propulsion and its
lated aspecits like, velocity, payload etc. Then, by using animation, we can easily
Jescribe the forces applicable at any instant, causing respective changes in different
prameters of rocket. Without animation the teaching of concepls may not be that
-miplified because understanding from books doesn’t include motion and
"nderstanding from video can’t describe the applied forces and respective directions.

HMathematics: Probability, permutation, combination, etc., are some of the areas
which can be well explained with the help of animation, which helps in enhancing the
leaming of the student.

Chemistry. Computer animation is a very useful tool in chemistry. Many things in
chemistry are too small to see, handle, or do experiments on, like, atoms and
imolecules for example, computer animation is the perfect tool for them. Chemistry
teachers can cicate realislic models of molecules from the data they have and look at
the way these molecules will interact with each other. They can get a full 3D picture
of their experiments and look at it from different angles. Computer animation also
allows them 1o do thi~gs that would be extremely hard to do in real life. For cxample,
it is visible to consiruct models of molecules on a compuier. People are always
looking for new ways to educate their children. If, they are having fun, they learn
better. Computer animation can be used to make very exciting and fun videos into
which education can easily be incorporated. It is much more interesting to learn maths
fur example, when the letters are nice and colorful and flying around your TV screen
istead of solving problems on plain black and white paper. Other subjects such as
science, English, foreign languages, music, and art can also be tought by using
computer animation.

Lngineering; CAD has always been an imperative tool in industry. For instance in
automobile design, CAD could be used 1o model a car. But with the advent of
computer animation, that model could now be changed into a ful) 3-D rendering. With
this advantage, automobile makers could animate their moving parts and test them to
make sure these parts don't interfere with anything else. This power helps car makers
a lot by ensuring that the model of car will have no defects.

Art: Just like conventional animalion, computer animation is also a form of art, A
multitude of effzots can be created on a computer than on a ptece of paper. An artist
can conlrol a magnitude of things in a computer animation with a few clicks of a
nouse than he can do in the conventional animation methods, A light source can be
inoved very easily, changing the way an entire scene looks. Textures can be changed
Just as easily, without redoing the whole animation. Computer graphics are not very
tikely to replace conventional methods anywhere in the futurz, There are still many
things thar cannot be done on the computer that an artist can do with a paintbrush and
a palette. Computer graphics is simply just another form of art.

Advertising.: One of the most popular uscs for compuler animation is in relevision
advertising, Some of the models that the commerciais would call for would he
exiemely difficult to animate in the past (i.c., Saxophoncs, boxes of detergent,
bathrooms, Litchens, ote.) The modeled objects would then b anbmted, and
meorperaled with live video,

Arclicolegy: With the advent of the computer, the archeologisi has acquired a new
tool, computer animation. A mode! of an object can be made refatively quickly and
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without any wear and tear 1o the artifact itself using a 3D digitizer. All the scenery is
modeted and pul tagether into a single scenc. Now, the archeologist has a comiplele

el of the site in the computer. Many things can be done to this model. The exact
position of artifacts is stored in the computer and can be visualized without visiting
the excavation site again. ’ ’

Architecture: One of the reasons for the development of virtual reality (which is
actually a form of computer animation) was that it was going to be very useful to
architects. Now, that has proved 10 be true. A person can hire an architect half way
across the world over the Internet or other network. The architect can design a house,
and create a walkthrough animation of the house. This will show the customer what
the house will actually look like before anyone lays a hand on a hammer to build it.

Computer animation can also be helpful to architects so that they can see any flaws in
their designs. This has proved to be very cost and time saving because no one has to
build anything. This is one field, in which computer animation has proved to be
extremely useful.

Military: In order 10 enter the military, onte has to go through a lot of training.
Depending on whether you want to be in the army, navy, or the marines, you might be
working with equipment worth hundreds of thousands or even millions of dollars. The
military wants to be sure you know, how to use this equipment before they actually let
you use it. Training in simulators instead of on the batileground is proving to be a
much cheaper and safer approach. Let us take the air force, for example, one has to
learn how 1o fly a fighter jet.

Using cemputer animations in {light simulation is a very useful tool. Using animation
a programmer can replicate real time flying. By creating a camera showing the view
through the cockpit window, a pilot could fly through either virtual werlds or real
animated places with all the natural disasters, and difficulties that could happen, if
flying a real plane.

In this virtual world, the pilot would witness 1he usual distraclions that a real pilot
would, {or instance, transport buses drive along the runway, and other planes 1ake off
and land. The programmer can put any type of weather condition or scenario inlo the
animation.

Forensics: Accidents happen every minute. Very ofien, there are no witnesses except
for the individuals involved in the accident or, worse yet, there are no susviving
wilnesses. Accident reconsuuction is a field in which computer animarion has been
very useful. Pcople arpuing for it say thal it offers, the ability for the court 10 witness
the accident from roore than just a bystunder’s perspective. Once. the reconstruction
has oeen done, the camera can be placed anyway in a scene. The accident may be seen
from either driver's perpective, or even birds eye view.

Wew animation systerns allow detectives to recreale terrains and surroundings and
actually calculate different things such as angles of bullel shols or ievels of visisbility.
This is extremely useful since very often, the sile of an accident may have changed a
lat since the time of the mishap.

Compuier animation can also be used to simulate fee Jandscepe in which an operation
will be going on. A saieflite altitude pictr ¢ can be coverted into a 3D model using
software and then animaed with trees oad under ditherent wanther.

Medicine: Wis very hard for a doctor 1o get inside 4 Jliving human bady and to see

what is fappening. Compuier animation once again comes in very vselul. Every single
organ in the body has aiready been modeled in a computer. A doctor., lor example, can
fly through these models and explore the area of the bedy sthe is going 1o be operating

Computer Animation
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on in order 10 get a better picture of the operation and possibly increase the success
rate,

Another very important use of computer animation in medicine is to look at living
tissue or organ of a palient and to explore it, and to see whal if anything is wrong with
it, without ecven making a single incision. Data can be gathered from a living specimen
painlessly by means of various sensing cquipment. For example, an MRI {Magnetic
Resonance Imaging) scan takes pictures of across-sections of a part of a body (brain
for example) every half a centimeter. Then, the data is transmitted to a computer,
where a model is constructed and animated. A doctor can get a very clear picture of
undisturbed lissue the way it looks in a body. This is very helpful in detecling

- bnormalities in very fragile parts of the body such as the brain.

V/ith recent advances in the computer industry, people have developed faster and
better computer hardware, Systems are underway which allow doctors to conduct
operations with only a couple of small incisions through which instruments can be
inserted. The use of virtual reality has allowed doctors to train on virtual patients
using this procedure without once opening up a cadaver.

Multimedia: Multimedia is the use of various media to present a cerain subject. This
presentation itself is a multimedia presentation in the sense, it brings together graphics
and text. Multimedia presentations can include text, graphics, sounds, movies,
animations, charts, and graphs. Using computer animation in multimedia presentations
is growing extremelv nopular since, they make a presentation look morc professional
and more pleasing to the ¢ye. Computer a-imation is also very useful in
deinonstrating how different processes work.

Simulation: There are many things, places, and events people cannot witness in first
person. There are many reasons for this. Some may happen too quickly, some may be
too small, others may be too far away. Although people cannot see these things, data
about them may be gathered using various types of sensing equipment. From this data
models and simulations are made. Using computer animation for these simulations has
proven very cffective, If, enough data has been gathered and compiled correctly, a
computer animation may yield much more information than, & physical model. One
reason for this is that a computer animation can be easily modified and simply
rendered (Rendering is the process a computer uses (o creale an image from a dala
file. Most 3D graphics programs are not capable of drawing the whole scene on the
cun with all the cofours, textures, Jights, and shading. Instead, the user handles » mesh
which is a rough represenianon of an object. When the user is satisfied wilh the mesh.
s/he then renders the image) to show changes. It is, not that easy however, to do this
wilh a physical model. Another reason jor using computer animation lo simulate
events as oppo’ ~d to models is that variables can be programmed into a computer and
then, very easily changed with a stroke of a button.

Space Explorativn: As of now, the farthest point away from earth that the human
was on is the moon, bul we continually want to learn more. A trip by a human to
anolher planet would take way too long, This is why we, have sent satellites,
izlescopes, and other spacecraft into space. All of these spacceraft continually send
data back 10 earth. Now, all we have to worry about is presenting that data so it makes
sense. This is vi cre computer animation comies in. It ¢an show an incredible amount
of data visvally, In the way thal humans perceive it the besl.

Much ol the fta sent from spacecrafl can be input into a corapuier wirich will in lirn
SONCTHC 4N aweseime [ooxing animation so that one may actually navigate, vxplora,
and sce (e distant worlds as if, we, were aclually there.

Compuier animation can also be used to design sateltiies and ether spacecrafl nsore
clfitientiy. Ancther jossibe use of computer animation is Lo pfan the routes of fulire
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ships 10 make sure there is nothing wrong with the path and so that a ship can gather P on

the most data possible.

Note: The usage of computer animation is not restricted to only these fields, il is a
creative process and has cnormous applications in a wide range of fields.

1.7 SUMMARY

¢ Traditional and historical methods for production of animation

Animation
¢ _ Methods ' 1
First method Second Methed
¥ b4
Computer Gereraled Computer Assisted
High Level Low Level
Technique Technique

* Definition: Computer animation is a time based phenomenon of imparting
yisual changes in a scene according to any time sequence , the visual changes
could be incorporated through positionai changes , in object size , color .
transparency , or surface texture etc.

¢ Traditional Animation techriques :
I} Key Frames 2) Cel Animation

l Formula:
Required Key frames for 2 film
= {ITime(in svcunds)] ) frames required per second{in gen.eral =243}
{no. of in between frames}

L

¢ Types of Animazion Systems : Keyframe, scripting, parameterized

* Morphing: Transformation of object shapes [rem one form to another is
called morphing (shorl form of meiamorphism)-morphing methods can be
applied to any motion or tansition involving a change in shape.

* Panning: {i.c, shifting of background/foreground 1o give the illusion that the
camera scems to follow the moving object, so that ihe background/
foreground seems to be in moi;an), ete.

*  Types of Animation -

Procedural Aninration Renresentationa! Animation
Stochinsgis 3 niamtion Behatilaml Anfiation

* Different ways of simulating motion:-
Ziero Acceleration (Constant Speed) Nun-Zero Accelerations
Positive accelerations Negative acccierations
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Animation
s Animationr Tools:

Hardware tools: PCs ,Macintosh, Amiga
Software tools

Softimage ( Microsoft) ; Alias/ Wavefront { SGI)

3D studia MAX (Autodesk) ; Lightwave 3D (Newtek)
Prismn 3D Animation Software (Side Effects Software)
HOUDINI (Side Effects Sofiware)

Apple's Toolkit for game developers ; Digimation elc.

s Application of animation: There are a varicty of uses for computer
animation. They can range from fun to practical and educational ones.
Military, medicine, education, entertainment, etc., arc some domains in which
animation has played a great role and many more applications and domains
are about to be opened up.

1.8 SOLUTIONS/ANSWERS

Check Your Proy:ess !

1)  Computer animation is a time based phenomenon of imparting visual changes to
a scene according to any time seguence. The visual changes could be
incorporated through positional changes, in object size, colour, ransparency . or
surface texture, eic.

Production of animattan is done by two methods:

First method is by artists creating a succession of cartoon frames, which arc then
combined into a film.

Second method is by using physical maodels which are positioned to the image,
_ where the image is recorded; then the model is moved to the next image for its
recording, and this process is continued.

2) Two main categories of compuler animation:

a} Compuicr-assisied animation whicl usually refers to two dimensional
systems that computerize the traditional animation process. Interpolaiton
between key shapes is typically the only algorithmic use ¢f *he computer in
the production of this type of animation.

h) computer generated animation. is the animation presented via film or video.
This is possible because the eye-brain assembles a sequence of itnages and
interprets them as a continuovy movement. Persistence of motinn is created by
presentiag a sequence of still images at a fast enough raie 1o induce the
-enzation of continuous motion. Motion specification (or computer-genera ed
anim-tian is divided into two categorics: Low lfevel rechniqies (lechnigues
! id the animator in precisely speeifving motion) and High feve!
rechniques (techniques used to describe general meotion Bahaviour)

]
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Low level techniques

High level techniques

Low level lechniques provide aid to
the animator tn precisely specifying
the motion. It involves techniques
such as shape inlerpolation, algorithms
which help the animator fill in the
details of the motion. Here the
animator usually has a fairly specific
idea of the exact motion that he or she
wanls.,

High level techniques used to describe general
motion behavior. These techniques are algorithms
or models used to generate a motion using a set of
rules or constraints. The animator sets up the ruies
of the model, or chooses an appropriate algorithm,
and selects initial values or boundary values. The
system is then set inte motion and the motion of the
objects is controlled by the algorithm or model.
This approach often relies on fairly sophisticated
computation such as vector algebra and numerical
techniques and others.

Cel Animation

Key Frames

When creating an animation using this
method. each character is drawn on a
separate piece of transparent paper, A
background is also drawn on a
separate piece of opaque paper. Then,
when i{ comes to shooting the
animation, the different characters are
overlaid on top of the background in
each frame. This method also saves
time in that the artists do riot have (o
draw in entire frames, bul rather just
the parts that need to change such as
individual characters. Even separate
parts of a character's body are placed
on Separate picces of transparent paper

After a storyboard has been laid out, the senior
artists go and draw the major frames of the
animalion. These major frames are frames in which
a lot of change takes place. They are the key points
of the animation. Later, a bunch of junior artists
draw in the frames in between. This way, the
workload is distributed and controlled by the key
frames. By doing work this way, the time in which
an animation can be produced is cut dramatically,
depending on the number of people working on the
project. Work can be done simultaneously by mary
people, thus cutting down on the time needed to get
the final product out.

4) We cannol say which technique is better because different techniques are used in
different situations. In fact, alf these animation techniques are great, but they are
most useful when they are all used together. Cel animation by itself would not
help out much if it wasn't for key frames and being able (o distribute the workload

acrpss many people.
Check Your Progress 2

[} Film duration= 30 seconds

No. of frames required per second=24 .

Neo. of frames required in entire film=24 * 30=720

That is, we would need 720 frames for 30-second animation {ilm;

If the duplication of [rames is allowed then the number of frames will be halved

2) Film duration = 30 scconds

No. of frames required per second =24

No. al in-between lames = 3

No. ol frames required in entire film=(24 * 30¥/3=240
That is. we would need 240 frames (or 2 half~mmute animation filn if number of”

in- betwesn frames is 3.

3) Animation is an application based on the principle of persistence of vision that is
(1/16)™ of a second .-s0 if we have approximately 24 frames changesper second
then our eve will not be able to identify the discontinuities in the animalion scene .

Computer Animation
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If the number of frames decreases to less than 24 frames per second then
possibility of detecting the discontinuities in the scene increases and our
animation will not be effective

The scquence of steps to produce a full animation would be as follows:

a) Develop a script or story for the animation.

b} Lay out a storyboard, that is a sequence of informal drawings that shows the
Torm, structure, and story of the animation.

¢) Record a soundtrack,

d) Produce a delailed layoul of the action.

e} Correlate the layout with the soundtrack,

) Create the “key frames” of the animation. The key frames are those where the
entities to be animated are in positions such that intermediate positions can be
easily inferred.

g) Fillin the intermediate frames (called “in-betweening” or “tweening™).

h) Make a trial “film” called a “pencil test”.

1) Transfer the pencil test frames to sheets of acetate film, called “cels™. These
may have multiple planes, e.g., a siatic background with an animated
foreground. N

i) The cels are then assembled into a sequence and filmed

Check Your Progreass 3

)y

2)

1)

Whenever we require to have some realistic display in many applications of"
computer animation like, accurate representation of the shapes of sea waves.
thunderstorm or other natural phenomenon, which can be described with some
numerical model, the accurate representation of the realistic display of scene
measures the reliabilily of the model. Compuier Graphics are used 1o create
rcalistic elements which are intermixed with live action to produce animation. But
in many fields realism is not the goal, like physical quantities are often displayed
with pseudo colours or abstract shapes that change over time.

Frame animations is an “internal” animation method, i.e., it is an animation inside
a reclangular frame where a sequence of frames follow each other at a fast rate,
fast enough to convey fluent motion. And it is best suited for cartoon movies.
Sprite animalion is an interactive — external animation where Lhe animated object
interaction script is written by the programmer, every time an animob louches
another animob or when an animaob gets clicked, the script is activated and
decides whal is to be done. These features are usefull in the gaming systems,

Animated objects (sprites or movies) are refered as “animobs”, which are used in
ine gaming applications designed using sprite animation. That js thesc are
programmable animated objects , which can respond 1o the interactive
environment according 1o the scripts written by the programmers.

Morphing is short form of metamorphism which means transfonmation of object
shapes from one form to another. Morphing methods can be applied to any motion
or wansition involving a change in shape. Panning means shifting of
background/foreground to give the illusion of camera in motion following a
inoving objret, so that the background/ foreground seems to be in motion. Both
leciniyucs are widely used in animation application.

Clicek Yowr Progress 4

1)

2) If the distance belween frames is constant then the motion will neither be
accnlerated nor decelerated. In fact the uniform motion will be simulated in
the 2nimation.



2)

3)

b} If the Distance between frames continuously increases, then accelerated
motion will be simulated in the animation,

¢) If the distance between frames continuously decreases, then deceleraled
motion will be simulated in the animation.

Uniform motion will be simulated by the straight line. As straight line leads to a
constant distance between frames, the motion will neither be accelerated nor
decelerated. In fact the uniform motion will be simulalted in the animation.

By definition computer animation is a time-based phenomenon of imparting
visual changes in a scene according to any time sequence. The visual changes
could be incorporated through positional changes, in object size, color,
transparency, or surface texture, etc. So, if the spacing between frames is more,
then it means that less frames appear in the same duration {(in-between frames
are less). Thus there are fast positional changes in the images drawn on the
frames, imparting to fast motion simulation in the animation. For the same
reason, the decreasing spacing between frames contribtites to simulate
deceleration,

* Compurer Anitnztion
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2.0 INTRODUCTION

Muliimedia is a new aspect of literacy that is being recognised as technology
expands the wvay people communicate. The concept of literacy increasignly, is a
measure o) the ability to read and write, In the modem context, the word, means
reading and writing at a level adequate for written communication. A more
fungamesaiai meaning is now necded (o cope with tie numerous roedia in use, perhaps
meaning a ievel that enables one to' functivn successfuily al a certain status in society.
Multimedia is the use of several different media to convey information. Scveral
different media are already a part of the canon of global communication and
rublication: {text, audic, graphics, animation, video. and interactivity). Others, such os
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virlual reality, computer programming and robotics are possible candidates for future
inciusion. With the widespread use of computers, the basic literacy of ‘reading’ and
‘writing” are often done via a computer, providing a foundation stone for more
advanced levels of multimedia literacy. '

Multimedia is the use of several media (e.g. text, audio, graphics, animation, video)
to c:?wcy information. Multimedia also refers to the use of computer technology to
creale, store, and experience multimedia content.

Ln this unit, we will learn about the basics of multimedia and its applications including
‘graphics, audio, video etc. We will also learn some basic multimedia authoring tools.

2.1 OBJECTIVES

After going through this unit, you should be able to:

+ describe hypertext and hypermedia concepts,

e describe how multimedia applications are influencing every aspect of life,
s discuss different file formats used for multimedia applicaticns, and

¢ give basic description of various multimedia tools.

2.2 CONCEPT OF HYPER TEXT AND HYPER
MEDIA

Any student, who has used online help for gaming etc., will already be familiar with a
fundamenial component of the Web-Hypertext.

Hypertext is the concept whereby, instead of reading a text in a liner fashion (like 2
book), you can at many points jump from one place to another, go forward or back,
gct much more detail on the current topic, change direction ar:d navigate as per your
desire. :

« Hypertex(: Hypertext is concepiually the same as regular texl - it can be stored,
read, searched, or edited - with an important difference: hypertext is text with
pointers to other text. The browsers lel you deal with the pointers in a transparent
way -- select the poinler, and you are presented with the text that is pointed at.

¢  Hypermedia: Hypermedia is a superset of hyperiext. iHypermedia documents
contain links not only to other picces of text, but also to other forms of media -
sounds, images, and movics. lmagges themselves can be selected te fink to sounds
or documents. Hyperimedja simply combines hypertext and multimedia.

Some exemples of Hypermedia migit be:

¢ You are reading a iex, lhat is writlen in Hindi. You selecl a Hindi phrase, then
hear the phrasc as spoken in the native tonguc.

s You are viewing a manufacluring plant’s Hoor plan. you select a section by
clicking on a room. The employee's nwne and nicture appears with a list of their
CUFTENT pidjcets. )

= You are a law student studying the University Resnad Statates. By selecting a
passage, you find precedents from a 1920 Supreme Court ruling stored at Law
Facully. Cross-referenced hyperlinks allow you to vicw any one of 500 related
cases with audio annotations.

El i e R
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Hypertext and HyperMedia are concepts, not products and both terms were coined by
Ted Nelson.

2.2.1 Definitions of Hypertext

o

A way of presenting information online with connections between one piece of
information and another. These connections are called hypertext links. Thousands
of these hypertext links enable you to explore additional or related information
throughout the online documentation. Sce also hypertext link.

This term describes the system that allows documents to be cross- linked in such a
way that the reader can explore related documents by clicking on a highlighted
werd or symbol,

A non-sequential method for reading a document displayed on a computer screen.
Instead of reading the document in sequence from beginning to end, ihe reader
can skip 1o topics by choosing a highlighted werd or phrase embedded within the
document. This activates a link, connecting the reader to another place in the same
document or to another document. The resultant matrix of links is called a web.,

This is a mark-up language that allows for non-linear transfers of data. The
method allows your computer to provide the computational power rather than
ariaching to a mainframe and waiting for it to do the work for you.

In computing, hypertext is a user interface paradigm for displaying documents
which, according 10 an carly definition (Nelson 1970), “branch or perform on
request.” The most frequently discussed form of hypertext document contains
automated cross-refercnces to other documents called hyperlinks. Selecting a
hyperlink causes the computer to display the linked document within a very shori
period of time,

2.2.2 Definitions of Hypermedia

Hypermedia is a term created by Ted Nelson in 1970. It used as a logical
extension of the term hypertext, in which graphics, audio, video, plain text and
hyperlinks intertwine to create a generally non-linear medium of information.
This contrasts with multimedia, which, aithough often capable of random access
in terms of the physical medium, is essentially linear in nature. The difference
should alse be noted with hypergraphics or super-writing which is a Leitrist form
fram the 1950s which systemises creativity across disciplines.

A classic example of hypermedia is World Wide Web, whereas, a movieon a CD or
DVD is an example of staidard multimedia. The difference between the two can (an:
often do) hlur depending wn how a pariicular technological medium is implemented.
The first hypermedia system was the Aspen Movie Map.,

2.2.3 Understanding the Concept
[er understanding the concept of Hypertext and Hypermedia we will look at how the

human memory works.
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Figure 1: (2) Process of wriling and reading using traditional lincar media {(b) Process of writing
and reading using non-linear hypermedia.

2.2.4 Hypertext/media and Human Memory

Humans associate pieces of information with other information and create complex
knowledge structures. Hence, it is also said that the human memory is associative. We
often remember information via association. Far example, a person starts with an idea
which reminds of a related idea or a concept which in turn reminds him/her of another
idea. The order in which a human associates an idea with another idea depends on the
context under which the person wants information.

When writing, an author converts hisfher knowledge which exists as a complex
‘knowledge structure into an external representation. Information can be represented
only in a linear manrer using physical media such as printed material and video
tapes. Therefore, the author has to convert his/her knowledge into a linear
representation using a linearisation process. This is not easy. So the author will
provide additional information, such as a table of contents and an index, to help me
reader understand the overall organisation information.

The reading process can be viewed as a transformation of external information into an
internat knowledge base combined with integration into existing knowledge
structures, basically a reverse operation of the writing process. For this, the reader
vreaks the information inte smakler pieces and rearranges those based on the readers’
information requirement. We rarely read a text book or a scientific paper from start to
finish. We tend to browse through the information and then follow the information
headings that are interesting to us.

Hypermedia, using computer enabled links, allows us to partially irnitate writing and
reading processes as they take place inside our brain. We can create non linear
informaticn structures by associating picces of information in different ways using
links. Further, we can usc a combination of media comprising of text, images, video,
sound and animation for valuc addition in the representation of information. It is not
nccessary for an author 1o go through a linearisation process ol hismher knowledge
when writing. Also, the reader cain access some of the information structures the
author had when writing the information. Tais will hely. the reacler create his/her own
representation of knowledge and to amalgamaie that knowledge into the existing
Kinowledge structures.

In addition to being abie to access information through association. hypermedia
applications are supported by a number of additional aspects. These include an ability

Multimedia
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to incorporate various media, interactivity, vast data sources, distributed data sources,
and powerfu! scarch engines. All these make hypermedia an extremely powerful tool
to create, store, access and manipulate information.

2.2.5 Linking

Hynermed:a systems as well as information in general contains various types of
ralationships between various information elements. Examples of typical
-¢lationships include simitarity in meaning or context , similarity in logical sequence
ar temporal sequence, and containment.

Hypermedia allows these relationships to be installed as links which connect the
various information elements, so that these links can be used to navigate within the
information space.

One possible structure is based on the mechanics of the links. We can also look at the
nurber of sources and destinations for links {single-source single-destination,
multipte-source single-destinalion, etc.) the directionality of links {unidirectional,
bi-directioual), and the anchoring mechanism (generic links, dynamic links, etc.).

A more useful link si-ucture is based on the type of information relationships being
represented. In particular, we can divide relationships into those based on the
organisation of the information space called structural links and those related to the
content of the information space called associative and referential links.

Let us take a brief look at these Jinks.

Structural Links: Tue information contained within the hypermedia application is
typically organised in some suitable fashion. This organisation is represented using
structural links. We can group structural links together to create different types of
application structures. If we look, for example, at a typical book, then this has both a
linear structure i.e. from the beginning of the book linzarly to the end of the book and
usually a hierarchical structure in the form of the book contains chapters, the chapters
contain sections, the sections containing matter. Typicatly in a hypermedia applicatior
we (ry to create and utilise appropriate structures.

Associative Links: An associative link is a link which is completely indcpendent of
the specific structure of the information. For instance we have links based ou the
meaning of different information components. The most common example which
most people *vould be familiar with is cross-referencing within books for example —-
{or more information on X refer to Y. It is these relationships - or rather the links
which are a representation of the relationships — which provide the essence of
hypermedia, and in many respects can be considered to be the defining characteristic
of hypermedia.

Referential Links: A third type of link is a referential link. 1t is related to the
associative link. Rather than representing an association between two related
concepls, a referential link provides a link between an item of information and an
expianation of that infarnnation. A simple example would bz a link from a word o a
deliniiion of thal word. One simmple way of undersranding the dilference between

isscciative and referential links is that the items linked by an associative link ¢y

mdependently, but are refated a1 a conceptual ievel.
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[) Define hypertext and hypermedia?

2.3 MULTIMEDIA APPLICATIONS

Multimedia, the term itself clarifies that, it is a combination of different medias of
communication like, text, graphic, audio etc. Now-a-days this field of multimedia is
taken as the tool as well as one of the best option 10 communicate your throughout
electronically.

In the section, after having briefings of the descipline of multimedia we will discuss
its application in various fields.

2.3.1 What is Multimedia

Introduction

People orly remember 20% of what they see and 30% of what they hear. But
they remember 50% of what they see and hear, and as much as 80% of what
they sce, hear, and do simultaneously. Computer Techrology Research, 1993

Multimedia is any mixture of text, graphics, art, sound, animation and video with
iinks and tools that let the person navigate, interact, and communicate with the
computer. When you allow the viewer to control what and when these elements are
delivered, it is interactive multimedia, When you provide a structure of linked
elements through which the leamer can navigate, interactive multimedia becomes
hypermedia.

Although the definition of multimedia is simple, making it work can be very complex.
Not only do you need to understand how to make each multimedia element work, but
you also need 10 know how o effectively biend the elemcnts 1ogether using
cducational mullimedia compuler taols. 1 done properly, interactive muitimedia
excels in lcaving lasting impressions in the leaming process. Retention rates increase
by 25% to 50%.

Interaciive Multimedia: 'What is “interactive”, “multi” and “media™ about it?
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Interactive: Users can use a variety of input devices 1o interact with the computer,
such as a joystick, keyboard, touch screen, mouse, trackball, microphone, etc.

Mulli refers to the multiple file usages used in the multimedia product, such as sound,

‘animation, graphics, video, and text.

Media: Many media sources can be used as components in the muitimedia product,
such as a videodisk, CDROM, videotape, scanner, CD or other audio source,
camcorder, digital camera, etc. Media may also refer to the storage medium used to
store the interactive multimedia produet, such as a videodisk or CDROM.

Examples of environments where interactive multimedia is being used

-« Touch screen kiosks (museums, hospitals, bank lobbiés)-

» Distance education (via computer, compressed video, sateliite...)
» Interactive, educational software on CDROM or videodisk
s Virtual Reality “theajres”.

2.3.2 Importance of Mulfimedia

Multimedia will help spread the information age to millions of teachers/[leamners.
Multimedia educational computing is one of the fastest growing markets in the world
today.

Multimedia is fast emerging as a basic skill that will be as important to life in the
twenty-first century as reading is now. In fact, multimedia is changing the way people
read, interact and distribute information. Instead of limiting one to the linear re-
presentation of text as printed in baoks, multimedia makes reading enjoyable with a
whole new dimension by giving words an important new dynamics. In addition to
conveying meaning, words in multimedia serve as trippers that readers can use to
expand the text in order to learn more about a topic. This is accomplished not only by
providing more text but by bringing it to life with audio, video and graphics.

Accelerating this growth are advances in technology and price wars that have
dramatically reduced the cost of multimedia computers. The growing number of
internet users has created a huge market for multimedia. The new tools are enabling
educators to become developers, Noting how multimedia is used to enable individuals
to create course material, 1hat once required teams of specialists, individuals can now
produce multimedia deskiop video produclions. ’

2.3.3 Rote in Education and Training

Multimedia presentations are a greal way to introduce new concepts or explain a new
technology. Individuals find it easy to understand and use.

Multimedia can be used for education, training, simulations, digital publications,
museum exhibits and so much more. With the advent of multimediz authoring
applications like Flash, Shockwave and Director amongst a host of other equally
enchanting applications are available in the markel today. Your application of
multimedia is only limited by your imagination. Training or instructional methods
und advancement in technologies have always goue hand in hand. For example:

Mistorica) mathod — Oral (radition:

The teacher was the only source of information
The teacher served as a role model.
The teacher was the primary resource to meet individual fearning needs.

s
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Printing Press discovered in 16" century:

Photo and Video were discovered in the 19® century:

Books provided more role models and multiple perspectives.

Exposure to books demanded that learners use critical thinking to resolve

conflicling interpretations.

Teachers helped leamers identify books, develop critical thinking skills,

interpret different texts etc.

Books made learners independent of teacher. They had access to information
* which they could themselves read and learn on their own.

Visuals as add on to texts in books.

They enabled distance education.

They improved leaming where verbal description was not adequate.
Teachers could select print, photo, video or some other combination to best

suit teaching content.

Digital and Interactive Media has been developed in 20" century:

Mew media enhances visual and verbal content.

It doesn't replace earlier media.

New media allows dynamic alteration of instruction based on leamer
responses.

The teacher’s role now is one of a guide and is not center stage any more.
Active leamers create, integrate ideas, approach leaming according to their
interests and learning styles.

Use of Interactlive Multimedia in Education

.

Virtual reality, where 3-D experimental training can simulate real situations.

Computer simulations of things too dangerous, expensive, offensive, or time-
sensitive to experience directly Interactive tutorials that teach content by selecting
appropriate sequencing of maierial based on the ongoing entry of sludcnl
responses, while keeping track of student performance.

Electronic presentations.

Instruction or resources provided on the Internet {World Wide Web; 24 hours a
day).

Exploratory hypertext software (i.e. encyciopedias, databases) used for
independent exploration by leamners to complete rescarch for a paper, project, or
product development. They may use IMM resources to collect information on the
topic or use multimedia components to creale a product that blends visual, audio
or textual information for effectively comrmunicating a message.

Education courses, skills. and knowledge are sometimes taught out of context due to
lack of application of real time examples. To overcome this, educators are using
multimedia to bring into their classrooms real-world examples to provide a in—context
framework important for leamning. Multimedia and wools like the Internet give Faculty
instant access to millions of resources.

Examples

s CyberMath

o Animation, Plug-in, VRML (3D}
= Discovery Channel On-Line

o Latest and greatest about the world we live in
* Frop Dissection

o M[eg
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e Darc Ware

o Multimedia education software, "Talking Teacher
Yahooligans

o Answers 1o questions via e-mail

o Several topics explained with complete class notes
» Scientific American b

o Easy to understand science, Good presentation g
National Geographic

o (Good multimedia - RealAudio, Chat

Education (raining procedures fall into three general categories:

1} Instructor Support Products: These are used by teachers in addition to text
books, lectures and other activities within a class room environment.

2) Standalone or Self Paced Products: These are also called Computer based
training and are designed for students to replace the teacher.

3) Combination Products: As the name implies these fall between support and
standalone products. These are used by students on the directions of the
instructors or to enhance classroom activities.

Education and training systems are built with three main objectives:

a) The learning objectives and purpose of the training.

b) Assessment or testing of the students to make sure they have leamnt something.

c) The background and abilities of the student.

23.4 Multimedia Entertaimhent

The field of entertainment uses multimedia extensively. One of the earliest and th.:ny, 0
most popular applications of multimedia is for games. Multimedia made possible '
innovative and interactive games that greatly enhanced the learning experience.

Games could come alive with sounds and animated graphics. These applications

altracied even those to computers, who, otherwise would never have used them for

any other applicaiion.

Games and entertainment products may be accessed on standard computer .
workstations via CDs or networks or on special purpose Game machines that connect
to television monitors for display. These functions are quiet complex and challenging
for the users.

These products rely on fairly simple navigational controls to enable the user to
participate. Joystick and track ball are often used for moving objects, pointing guns or
flying aircrafls while mouse buttons and keystrokes are used to trigger events like
firing guns / missiles..

Multimedia based entertainment and game products depend on the use of graphics,
audio. animation and video to cnhance their operation. A game may inciude computer
graphics wking (he user on a tunt on a deserted island for hidden treasures or a
princess. Audio is used for sound effects while video and animation are used for
spacial 2ffects,

These type of products also offer multi player features in which competition is
managed between two or more players.




2.35 Multimedia Business

Even basic office applications like a MS word processing package or a‘MS Excel
spreadsheel tool becomes a powerful tool with the aid of multimedia business.

Piclures, animation and sound can be added to these applications, emphasizing
important points in the documents and other business presentations.

2.3.6 Video Conferencing and Virtual Reality

Virtual reality is a truly fascinating multimedia application. In this, the computer
creates an artificial environment using hardware and software. It is presented to the
user in such a way that it appears and feels real. Three of the five sensex are controlled
by the compulter in virtval reality systems. Virtual reality systems require extremely
expensive hardware and software and are confii:ed mostly to rescarch laboratories.

Another multimedia application is videoconferencing. When a conference is
conducted between lwo or more participants at different sites by using computer
networks to transmit audio and video data, then it is called video conferencing. A
videoconference is a set of interactive telecornmunication technologies which allow
two or more locations to interact via two-way video and audio transmissions
simultaneously. It has also been called visual collaboration and is a type of groupware.

Digital compression of audio and video streams in 1eal time is the core lechnology
behind video conferencing. Codec is the hardware or software that performs
compression . Compression rates of up to | :500 can be achieved. The resulting digital
stream of 1's and 0's is subdivided into labelled packets, which are then iransmitted

through a digital nctwork usuatly :SDN or IP.

The other comporents required for a VTC(Video Tele Conference) system include:
Video input: video camera or webcam
Video output: computer monitor or television

Audio input: microphones

Audio output: usually loudspeakers associated v itn the display device or telephone
Dala transfer: analog or digital telephone network, LAN or Internct

There are basically two kinds of VTC systems:

1} Desktop systems are add-ons tonornal PC's, transforming them into VTC
devices. A range of different camerad and microphones can be used with the
Loard, which contains the necessary codec and transmission interfaces.

2} Dedicated systems have all required componcnts pactaget into a single piece of
equipment, usually a conscle with a high quality remote ce.atrolled video camers.
These cameras can be controlled from a distznce to wnove i and right. 1k up and
down, and zoom, They are knowi 08 P17 camaras. Tue cousole conrains ail

electrical intertaces. the control comptiter, and e soliwaie oF Liardw... . -based

codec. Omnidirectional microphones are connecicd (o the console, as well as a by
aonitor with loudspeakers and/or a video projector.

Muliimedia
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There are several types of dedicated VTC devices. '

Large group VTC are non-portable, large, more expensive devices used for large
rooms and auditoriums.

Small group VTC are non-portable or portable, smaller, less expensive devices used
for small mecting rooms. Individual VTC are usually portable devices, meant for
single uscrs, have fixed cameras, microphones and loudspeakers integrated into the
console.

2.3.7 Electronic Encyclopedia

It is the application of multimedia for the creation of an encyciopedia with millions of
enlries and hypertext cross references covering a wide variety of research and
refernece topics mainly for educational and training purposes.

¥ Check Your Progress 2

1) What is interactive multimedia ?

2.4 GRAPHICS

Graphics is one of the core component of any multimedia application. We all have
heard a famous saying that “one picture conveys a message of 1000 words™, so
without graphics the multimedia is quite expressionless. So let us discuss the topic of
graphics from mulimedia point of view,

2.4.1 Whut is Graphics

Graplucs is a term, which refers to any computer device or programn that makes a
computer carabie of displaying and manipulating pictures. The term also refers to the
imzges theros:ves,

For example, {eser printers and plotiers are graphics devices because they permit the
cemputer to output pictures.

A graphics monitor is a display monitor that can display pictures.

e e Rbb L




A praphics board or card is a prined circuit board of which, when installcd in a
computer, permits the computer to display pictures.

Many sofiware applications include graphics components. Such programs are said {0
support graphics. For example, certain word processors supporl graphics because they
let you draw or import pictures. Al CAD/CAM systems support graphics.

The following are also considered graphics applications :

* Paint Programs: Allow you to create rough freehand drawings. The images are
stored as bit maps and can easily be edited.

* lllustration/Design Programs: Supports more advanced features than paint
programs, particularly for drawing curved lines. The images are usually stored in
vector-based formats. tHustration/design programs are often calied draw
programs.

° Presentation Graphics Seftware: This software lets you create bar charts, pie-
charts, graphics, and other types of images for slide shows and reports. The charts
can be based on data imported from spreadsheet applications.

* Animation Software: Enables you to chain and sequence a series of images to
simulate movement. Each image is Jike a frame in 2 movie.

» CAD Softwarc: Enables architects and engineers to draft designs.

¢ Desktop Publishing: Provides a full set of word-processing features as wwclf as
fine control over placement of text and graphics, so that you can create
newsletters, advertiscments, books, and other types of documents.

In general, applications that support graphics require a powerful CPU and a large
amount of memory. Many graphics applications—for example, computer animation
systems—require moi¢ computing power and hence, run only on powerful
workstations or sypecially designed graphics computers. The same is also true of
complex 3-D graphics applications.

In addition to the CPU and memory, graphics software requires a graphic monitor and
suppost for ene of the many graphics standards. Most PC programs, for instance,
require VGA graphics. Sumetimes this is inbuilt and sometimes it is an add on feawre.

‘The quality of most graphics devices is delermined by !eir resolution—how many
poiils per square inch (hey can represent-—and their coiour capabilities.

Image: have high information content. both in twers o7 informalion theory (i.e., the
number of bits required 10 represent images) and it terms of the meaning that images
can convey to the viewer. Because of the impoitance of images in any domain in
which complex information is displayed or manipulated, and also because of the high
expectations that consumers have of image quality, computer graphics have always
placed heavy demands on computer hardware and sofiware.

In the 1960s early computer graphics systems used vecior graphics (o construct
fmages out of siraight line segments, which were cambined for display on specialised
compuler video manitors, Vector graphi=s is economical in i's use of memory, as an
cnrire line segment is speciGod simply by the coo~dinates of its <ndpoints. However, it
is inappropriate for highly realisiic imuges, since most iriages have af foust some
curved edges, and using all siraight tines to draw curved objess results in 2 noticeable
“statr-step” efTee.

In theiate 19705 andd '80+ :a<-or graphics, dernved frem television technology, becar
mess coivdnon. though wes sU!i limiled © expensive graphics workstation
cemputars. Rastar graphi. s repressnts images by “bit maps” stored in the computers
mumory and displayed on < screer eamposed of tisv pixels. Ench pixe! is renresentod
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by one or more memory bits. One bit per pixel suffices for black-and-white images.
while four bits per pixel specify a 16-step gray-scale image. Eight bits per pixel
specifies an image with 256 colour levels; the so-called “true color” requires 24 bits
per pixel {(specifying more than 16 million colours). At that resolution, or bit depth, a
full-screen image requires several megabytes (millions of bytes; 8§ bits = I byte) of
memory. Since the 1990s, raster graphics has become ubiquitous, personal computers
are now commonly equipped with dedicated video memory for holding high-
resolution bit maps.

2.4.2 Types of Graphic Images

Graphic images that have been processed by a computer can usually be divided into
two distinct categories. Such images are eilher bitmap files or vector graphics

As a p2neral rule, scanned imagces are bitmap files while drawings made in
applications like Corel Draw or lilustrator are saved as vector graphics. But images
beiween these two cata types can be converted and it is even possible to mix them in
a file.

Bitmap Graphics

The information below describes bitmap data.

Bitmap images are a collection of bits that form an image. The image consists of a2
matrix of individual dots (or pixels) that have their own colour described using bits.

Lcts take a lock at a typical bitmap image to demonstrate the principle:

To the lelt you see an image and 1o the right a 250 percent enlargement of the top of
one of the mountains. As you can see. the finage consists of hundreds of rows and
columins of small elements that all have their own colour. One such element is calied ;
pixel. The human cye is not capable of seeing each individual pixel so we perceive a
pictare with smooth gradations.

Application of the image decides the number of pixels vou need to get a realistic
looking image.
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Types of Bitmap Images’

Bitmap images can contain any number of colours but we distinguish between lour
main categories:

1) Line-ari: These are images that contain only 1wo colours, usually black and white.

2) Grayscale images, which contain various shades of grey as well as pure black and
white.

4) Tull colour images: The colour informdtion can be described using a number of
colour spaces: RGB, CMYK for insiance.

Characteristics of Bitmap Data

Bitmap dota can take up a lot of roam. A CMYK Ad-siz piclure that is optimised fer
medium quality printing (150 Ipi) takes up 40 M. Compression can reduce (he size
ef the filz.

Thc image with the enjarzemen' showed onc of the main disadvantages of bitmap
hmages: once they are sntarged tes much, they look unnatural and blocky. But
reducing a preiure wo medh also has a bad influeacs as it looses sharpness.

h
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Applications that can Handle Bitmap Data

There are hundreds of applications on the market ihat can be used to create or modify
bitmap data. For example, Adobe PhotoShop, Corel Photo-Paint etc

File Formats that are used for Bitmap Data
Bitmap data can be saved in a wide variety of file formats. Among these are:

» BMP: limited file format that is not suitable for use in prepress.

» EPS: flexible file format that can contain both bitmap and vector data.

= GIF: mainly used for internet graphics.

» IPEG: or rather the JFIF fiie format, which is mainly used for internet graphics.

» PDv: versatile file format that can contain just about any type of data including
complete pages, not yet widely used to exchange just images

* PICT: file format that can contain both bitmap and vector data but that js mainly
used on Macintosh computers and is not very suitable for prepress.

+  TIFF: the most popular bitmap file format in prepress
Vector Graphics
Vector graphics are images that may be entirely described using mathematical

definitions. The image below shows the principle. To the left you see the image itself
and to the right you see the actual lines that make up the drawing.

Each individual line is made up a large number of small tines that interconnect a large
number of or, just a few control poinis that are connected using Bezier curves. It is
this latter method that generates the best results and that is used by most drawing

programs.
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This drawing demonstrates the two principles. To the left a circle is formed by
connecting a number of points using straight lines. To the right, you see the same
circle that is now drawn using 4 points (nedes) only.
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Characterislics of vector drawings

Vector drawings are usually pretty small files because they contain only data about the
bezier curves that form the drawing. The EPS-file format that is often used to store
vector drawings includes a bitrnap preview image along the Bezier data,

The file size ol this preview image is usually larger than the aciual bezier data
themselves.

Vector drawings can usually be scaled without any loss in quality. This makes them
ideal for company*logo’s, maps or other objects that have to be resized frequently.

Applications that can Handle Vector Data

There are hundreds of applications on the market that can be used to create or modify
vector dala. In prepress, Adobe 1llustrator, Corel Draw and Macromedia Freehand are
the most popular.

File Formats that are used for Vector Datla
This data can be saved in a wide variely of file formats. Among these are:

+ EPS: the most popular file format to exchange vector drawings although EPS-files
can also contain bitmap data,

*  PDF: versatile (ile format that can contain just about any type of data including
complete pages, not vet widely used to exchange just images.

= PICT: file forrnat that can contain both bitmap and vector data but that is mainly
used on Macintosh computers.

It is often necessary to convert images from bitmap data to vector data or back. Some
nossible uses include:

»  Veclor drawings often have to be converted to bitmaps if they will be used on a
“web page.

» Ifyou scana logo, it is a bitmap image but il it is going to be resized time and
again depending upon its application then, it becomes more practical to have that
logo as a vector drawing sa its file size is smaller and you can change the size
without wortying about any loss in quality,

s  Vecier drawings are sometimes too complicated for a RIP 10 be output on film or
plate. Semetimes converting them to bitmap simplifics the file.

2.43 Graphic File Compression Formats

Web graphics are by necussity compressed because of the bandwidth issues
surrounding networked delivery of information and because image files contain so
much information. File format is the specific format in which the image is saved. The
format is identified by the three-letter extension at the end of the file name. Every
forinat has its own characteristics, advantages and disadvantages. By defining the file
format it may be possible to determine the number of pixels and additional
information. Each file format will have a relerence 10 the nun:oers of bits per pixel
that the format is capable of supporting

e | bit per pixel refers to an image with 2 colours
= A bit per pixel refers to an image with up to 16 ¢oleis
e Similarly 24 bits per pixel refers te 16,777,216 coleurs

Dificrent graphic file formats eniploy varying compression schemes, and some ars
desigied to work better thzn others for certain types of graphics. The two primary
Yeb file formats ar: GIF and JP:G.

Multimedia
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Graphic Interchange Format (GIF)

The Graphic Interchange Format is an efficient means 1o transmit images across data
networks. In the early 1990s the original designers of the World Wide Web adopted
GIF for its cfficiency and widespread familiarity. The overwhelming majority of
images on the Web are now in GIF format, and virtually all Web browsers that
support graphics can display GIF files. GIF f{iles incorporate a compression scheme to
keep file sizes at 2 minimum, and they are limited to 8-bit (256 or fewer colours)
colour palettes.

GIF File Compression

The GIF file format uses a relatively basic form of file compression that squeezes out
inefficiencies in the data storage without losing data or distorting the image. The LZW
compression scheme is best at compressing irages with large fields of homogeneous
colour. LZW is the compression scheme used in GIF format. It is less efficient at -
compressing complicated pictures with many colours and complex textures as
illustrated below with the help of 1weo graphics.

Ideal for LZW compression  Poor for LZW cornpresaion
5 T

Improving GIF Compression

Characteristics of LZW compression can be used to improve its efficiency and
thereby reduce the size of your GIF graphics, The strategy is to reduce the number of
colours in your GIF image 10 the minimum number necessary and to remove stray
colours thal are not required to represent the image. A GII gyaphic cannot have morc
than 236 colors but it can have fewer colours, down to a minimum of two (black and
white). Imazes with fewer colours will compress more effliciently under LZVY
compression.

. Full color image dithered to 256 colors

Pepanpy

Full color imaqe dithered o 64 colors
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Interlaced GIF

The conventional i.e. non-interlaced GIF graphic downloads one line of pixels at a
{ime from lop Lo bottom. and browsers display cach line of the image as it gradually

builds on the screen.

In interlaced GIF files the image data is stored in a format that allows browsers to
build a low-resolution version of the full-sized GIF picture on the screen while the file
is downloading. The most imporiant benefit of interlacing is that it gives the readcr a
preview of the full arca of the piclure while the picture downloads into the browser.

Interlacing is best for larger GIF images such as illustrations and photographs.
[ntérlacing is a poor choice for small GIF graphics such as navigation bars, buttons,
and icons.

Half of figure downloaded, Half o! figure downloaged,
non-interlaced GIF intertaced GIF
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Animated GIF

For combining multiple GIF images into a single file to create aniination, GIF file
formnat is used.

There are a number of drawbacks to this funclionality.

The GIF format applies no compression between frames, so if you are combining four
30-Kilobyte images into a single animation, ; ou wili en.d up with a 120 KB GIF file to
push through the wire. '

Another drawback of GIF animations is ihat there are no interface controls for this file
lormat, GIF animations play whether you want them 1o not. And if looping is enabled,
the animations play again and again and again.

IPEG Graphics

The other graphic file format commonly used on the Web to minimize graphics file
sizes is the Joint Phetographic Sxperts Group (JPEG) compressison scheme. Unlike,
GIF graphics, JPEG imaaes are fuli-colour images (24 bil, ur "ur.2 color™). JPEG
images {Tnd great acceplability arong photographers, artiziz, sraphic designers,
medicd fmaging spocialists. art historians, and other groups for whom imags quality
is paramount and where cclovr fidelity cannol be coinpromised.

JPEG compressica uses a complex mathemtical weehimque celled a discrete cosine
ransformation to producs a oliging scale of grapiics conpression. ‘The degree of
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compression can be chosen bul it is inversely proportional to image. The more you
squeeze a piclure with JPEG compression, the more you degrade ils quality.

JPEG can achieve incredible compression ratios up to 1:100,

This is possible because the JPEG algorithm discards "unnecessary" data as it
compresses the image, and it is thus called a "lossy" compression technique.

Motice in the example below, how increasin

g the JPEG compression progressively
degrades the dotails of the image:

prigindl-tmage = detall, uncompreasgd .-
| ' . —"-_;-v:\- - ’ 15 o

. JPEG:fioi3e™ and - .«
_compgeasion artifact

- [;n.

Another exampie of JPEG compression is shown below. Note, the extensive
compression noise and distortion present in the bottom dolphin — the download
time saved is not worth the degrading of the images.

SIF werslon, 15 KB ¥
cuslory color poleHe L




2.4.4 Uses for GIF and JPEG Files

Netscape Navigator, Microsoft Internet Explorer, and most other browsers support
both GIF and JPEG graphics.

In theory, you could use cither graphic fonnat for the visual elements of your Web
pages. In practice, however. most Web developers still favour the GIF formar for imost
page design elements, dizgrams. and images that must not dither on 8-bit display
SCrecns.

Designers choose the JPEG format mostly for photographs and complex
“photograptic” illustrations.

Advantages of GIF Files

»  GIF is the most widely supported graphics format on the Web.
* GIFs of diagrammatic images look better than JPEGs.
s GIF supports transparency and interlacing.

Advantages of JPEG Images

« Huge compression ralios mean faster download speeds.
e JPEG produces excellent results for most pholographs and complex images.
s JPEG supports full-colour (24-bit, "true color") images.

Other File Formals

BMP/DIB/RLE File Formats

These are known as device independent bitmap files. They exist in two different
formats a) OS2 furmat and b) Windows format. BMP is the standard MS-windows
raster format created with windows patnibrush and used as wallpaper for the
background while running windows. DIB or device independent bilmap [ile are
mainly applied in computer muitimedia systems and can be used as image files in the
windows environmeni. RLE or run length ceding files are aciually DIB files that use
one of the RLE compression routines.

IMG/MAC/MSP File Formats

IMG files ere originally designed to work with CFM paint program and can handle
monuchrome and grey level images oniy.

MAC files are used in Maciniosh Mac Paint spplication. MAC file format has two
basic options: '

s Ported Mac Paint files that include # hac Binary header, and
o are uscd with PFS first publisher with no header.

MSP files originated in the pre-historic MS-Paintand can bs converted into BMP
files.

Wi

WPG or word perfectl graphic file is used by Word Perfect, [& frt appenced with the
reicase af word perfect 5.8, These {les can comain Gicnars, ine eris and vector
arupltive. WPG speciticaitons aliews tiles up 0 255 colours.

30

Anzivs interchanze Dite Tansat is uscd (o transfer decumenis w and from
Commedere »~ mipa Computess. Toe WF {foraal 1s cxtremely flexible and allows

Multimedija
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images and text to be stored inside an IFF file. The format can also be created on a PC
but the extension of file name will change to LBM or CE.

PIXEL PAINT

The pixel paint file format allows a document to be opened in the pixel paint and pixel
paint professional graphics application. This format allows you lo specify the image
size or canvas. It also enable you to decide whether you want the image to appear in
the center or the upper left comer of the canvas when the document is opened.

JAS

The JAS file formats were designed to create the smallest possible image files for
24bits per pixel image and 8 bit per pixel gray scaled images. It uses a discrete cosine
transforination to alter and compress the image data. This type of storage and retrieval
results in some Joss cf image cata and this loss is dependant on the compression level
sclected by the application.

TIFF

Tagged Image file format is used mainly for exchanging documents between different
applications and different computers.

It was primarily designed to become the standard file format. The result of this design
pravided the flexibility of an infinite numbers of possibilities of how a TIFF image
can be saved.

This formal uses 6 different encoding routines:

o No compression
¢ Huffman

¢ Pack Bils

e LZW

e Fax Group 3

¢+ Tax Group 4

In addition, it differentiates between three types of images in three different

-‘categories:

* Black and White
s  Grey Scaled
¢ Colored

SFCheck Your Progress 3

1) What is compater praphizs ?
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3) Why file compression techniques is beneficial in computer graphics ?

2.5 AUDIO AND VIDEO

Audio and Video are working 2s ear and eye of multimedia, Both of them are heavily
contributing to any muliimedia application. Let us discuss something about the
association of these fields with multimeida.

2.5.1 Sound and Audio

Sound is a mechanical energy disturbance that propagates through matter as a wave.
Sound is characterised by the various properties which are frequency, wavelength,
pertod, amplitude and velocity or speed,

Neise and sound often mean the same thing but a noise is an unwanted sound. In
science and engineering, noise is an undesirable component that obscures a signal.

Humans perceive sound by the sense of hearing. By sound, we commonly mean the
vibrations that travel through air and can be heard by humans. However, scientists and
engineers use a wider definition of sound that inciudes low and high frequency
vibrations in air that cannot be heard by humans, and vibraticns that travel through all
forms of matrer, gases. liquids and solids. The matier thal supports sound is called the
medium.

Sound propagates as waves of alternating pressure. cavsing local regions of
compression and rarefaction. Particles in the medinm are displaced by the wave and
oscillate as result of the displacement. Tiic scientific study of sound is called
acoustics. The sound portion of a program, or, a track recorded on a videotape which
contains sound. music, or narration is called Audio.

2.5.2 Analog Sound vs. Digital Sounc

Souind engincers have been debating the respective merils of anaiog and digital sound
reproduction ever since the appearance of digital sound recordings, This is one of the
never ending controversizs in the field, much like that conparison of vacuum {ube
rmpitflers zoainst those of solid state (iransisior) electionivs, In consusmer audio, the
enposilion is usually between viny! LP recordings and compact discs.

i aatog recording is ane where the origina! sound signal is modulated onle
wnothier physical signal carried an some media or the groove of 2 gramophone disc or
the magnetic field of a magnetic tape. A physical quantity in the mediun (e.g., the
inlensity of the magnetic field) is directly related to the physical properties of the
sound {e.g., the ampliwide. phase and nossibly direciion of the sound wave.)
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A digital recording, on the other hand is produced by first encoding the physical
properties of the original sound as digital information which can then be decoded for
reproduction. While it is subject to noise and imperfections in capturing the original
sound, as long as the individual bits can be recovered. the nature of the physical
medium is of minimum consequence in recovery of the encoded information.

A damaged digital medium, such as a scratched compact disc may also yield degraded
reproduction of the original sound, due to the loss of some digital informalion in the
damaged area (but not due directly 1o the physical damage of the disc).

Arguments made in favour of Anzalog Sound

¢ Shape of the waveforms: sound reconstructed from digital signals is claimed to be

harsher and unnatural compared to analog signals.
* Lower distortion for low si¢nal levels.
» Absence of quantisation noise.
= Absence of aliasing.
s  Not subject 1o jitler.
= Euphonic characteristics.

Arguments made in favor of Digital Sound

* Lower noise floor,

* Dynamic range.

» Signal to noise ratio.

¢ Absence of generation loss.

= Resislance to media deterioration.

s Immunity to wow and flutter.

*» Ability to apply redundancy like error-correcting codes, to prevent data loss.

Digital audio comprises audio signals stored in a digital format. Specifically, the term
encompasses the following;

1) Audio conversion:
I. Analogue to digital conversion (ADC)
2. Digital to analogue conversion {DAC).

An analog-to-digital converter (abbreviated ADC, A/D or A to D) is an <lectronic
circuit that converts continuous signals to discrete digital numnbers. The reverse
operation is performed by a digital-to-analog converter (DAC).

Typically, an ADC is an elecironic device that converts an input analog vollage to a
digital number. The digital output may be v=ing different coding schemes, such as
binary and two's complement binary. However, some non-electronic or only partially
electronic devices, such as shafl encoders, can also be considered to be AGCs.

2) Audio signal processing - processing ihe digital signal to perform sample rate
conversion.

Audio signal processing. sometimes referred to as audio processing, is the
processing of auditory signals, or sound represented in digilal ur analog romat, An
analog representation is usvally electrical; a voltage level represenis the air pressure

. waveform of the sound. Similarly, a digilal representation is in the form ol pressure

wave-form represented as a sequence of binary numbers, which permits digital signal
processing. ’




The focus in audio signal processing is most typically a mathematical analysis of the
parts of the signal thai arc audible. For example. a signal can be modified for different
purnoses such that the modification is controlted by the auditory domain.

Processing methods and application areas include storage, level compression. data
compressiot, transmission, enhancement {e.g., equalisation, fillering, noise
cancellation, echo or reverb removal or addition, elc.), source separation, sound
effects and computer music.

3) Storage, retrieval, and transmission of digital information in an audio format such
as CD, MP3, Ogg Verbis, etc. '

An andio format is a medium for storing sound and music. The term is applied to
both the physical medium and the formal of the content.

Music is recorded and distributed using a variety of audio formats, some of which
store additional information.

Sound inhercntly begins and ends as an analogue signal, and in order for the benefits
of digital audio to be realised, the integrity of the signal during transmission must be
maintained. The conversion process at both ends of the chain must also be of low loss
in order 1o ensure sonic fidelity.

In an audio context. the digital ideal would be to reproduce signals sounding as ncar
as passible to the original analogue signal. However, conversion is “lossy™
conversion and compression algorithms deliberately discard the original sound
information, mainly harmr nics, outside the theoretical audio bandwidth

Digital information is also lost in transfer through misreading, bui can be “restored”
by error correction and interpolation circuitry. The restoration of the original music
waveforms by decompression during playback should be exactly the same as the
compression process. rlowever, a few harmorics such as the upper harmonics which
haggibeen discarded can never be restored, with complete accuracy or otherwise.
Upon ils re-conversion into analogue via the amplifierricudspeaker, the scheme relies
heavily on the human brain to supply the missing sound during playback.

Pulse-code Modulation (PCM) is by far the mosi common way of representing a
digital signal. It is simple and is compressed. A PCM rpresentation of an analogue
signal is generated by measuring (sampling) the instantaneous amplitude of the
anialogue signal, and then quantising the result o the neavest bit. However, such
rounding contributes ta the loss of the original information.

Digital sudio technologics

* Digital Audio Tape (DAT)

» DAB (Digital Audio Broadcasting)
»  Compact disc (CD)

o DVDDVD-A

v Minidisc (obsolste as of 20n9)

= Supsr audio compact disc

¢ Digital audio workstation

o Digital audio player

e and various audio file [Hrmats
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2.5.3 Audio File Formats

An audio file format is 2 container format for-storing audio data on a computer
system. There are numerous file formars for storing audio files.

The general approach tcwards storing digital audio formats is 1o sample the audio
voltage in regular intervals (e.g. 44,100 times per second for CD audio or 48,300 or
96,000 times per second for DVD video) and store the value with a cerlain resolution
(e.g. 16 bits per sample in CD audio). Thercfore sample rate, resolution and number of
channels (e.g. 2 for stereo) are key parameters in audio file formats.

Types of Fornuats

it is important Lo distinguish between a file format and a codec. Though most audio
file formats support only one audio cedec, a file format may support multiple codecs,
as AVI does.

There are thres major groups of audio file formats:

« common formats, such as WAY, AIFF and AU.

o formats with lossiess compression, such as FLAC. Monkey's Audio ({tlename
extension APE), WavPack, Shorten, TTA, Appie Lossless and lossless VWindows
Media Audio (WMA).

» formats with lossy compression, such as MP3, Yorbis, lossy Windows Media
Audio (WMA) and AAC.

Uncompressed / Common Audio Format

There is one major uncompressed audio format: PCM. It is usually stored as a .wav on
Windows. WAY is a flexible file format designed to store more or less any
combination of sampling rates or bitrates. This makes it an adequate file formal for
storing and archiving an original recording. A losstess compressed formai weuld
require mare processing for the same time recorded, but would be more cfficient in
terms of space used. WAV, like any cther uncompressed format, encodes all sounds,
whether they are complex sounds or absolute silence, with the same number of bits
per unit of time.

" The WAV format is basad on the RIEF file format, which is similar to the IFF format.

Lussless Audio Formats

L ossless audio formats (such as TTA and FLAC) provide 2 compression ratio of about
2:1, sometimes more. In exchange, for th~ir lower compression ratio, these codecs do
not destroy any of the original data. This means that when the audio data is
uncompressed for playing, the sound produced will be identical to that of the original
sample. Taking the free TTA lossless audio codec as an example, ong can store up 1o
20 audio CDs on one single DVD-R, without any loss of qualily. The nepative aspect
of this was that Jhus DVD would nol only require a3 DV reader bint a system which
could decode the chosen codec as well for playing. This will most iikely be a home
computer. Although these codees are available for [ree, one miporiunt aspect of
choasing, o tossless audio codec is handware support. It is in the arvez of hardwore
support that FLAC is abead of the competition. FLAC 1s supported by o wide variets
ot portabl¢ audio playback devices.
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Lossy Audio Formats

Lossy file formats are based on sound models that remove audio data that humans
cannot or can hardly hear, e.g. a low volume sound after a big volume sound. MP3
and Vorbis are popular exarnples. One of the most populer lossy audio file formats is
MP3, which uses the MPEG-1 audio layer 3 codec to provide acceptable lossy
compression for music files. The compression is about 10:1 as compared 1o
uncompressed WAY files (in a standard compréssion scheme), therefore, a CD with
MP3 files can store about {1 hours of music, compared to 74 minutes of the standard
CDDA, which vses uncompressed PCM.

There are many newer lossy audio formats and codecs claiming to achieve improved
compression and quality over MP3. Vorbis is an unpatented, free codec,

Maultiple Channels

Since the 1990s, movie theatres have upgraded their sound systems to surround sound
systems that carry more than two channels. The most popular examples are Advanced
Audio Coding or AAC (used by Apple’s iTunes) and Dolby Digital, also known as
AC-3. Both codecs are copyrighted and encoders/decoders cannot be offered without
paying a licence fee. Less common are Vorbis and the recent MP3-Surround codec.
The most popular multi-chanrel format is calied 5.1, with 5 normal channels (front
leR, front middle, front right, back left, back right)} and a subwoofer channel to carry
low frequencies only.

2.5.4 TImage Capture Formafs

Video cameras come in two different image capture formats: interlaced and
progressive scan.

Interlaced Scan

Interlace is a technigue of improving the picture quality nfa video transmission
without consuming any exira bandwidth. It was invented by the RCA engineer
Randali Ballard in the late 19205,

it was universally used in television until the 1970s, when the needs of computer
monitors resulted in the reintreduction of propreasive s, While interlace can
improve the resolution of still images, on the dewnside, it causes flicker and various
kinds of distortion. Interlace is stil] used for all standard definition TVs, and the 10801
HDTV broadcast standard, but not for LCD, micromirror {DLP, or plasma displays).

These devices require some form of deinterlacing which can add to the cost of the set.

With progressive scan, an image is captured, transmitted and displayed in a path
similar o the text on a page: line by line, fron: top to beitom,

The interlaced scan pattern in 2 CRT (cathode ray tube) disgilay would complele such
 scan too, but only for every sccend linc and then the aex! set o7 video scen lines
waould be drawn within tne gaps between the lines of the previous scan.

Such sean of cveiy second Hng is celled a fie'd,
The allerglow of the phiosphor of CRT tubes, in combination with the persifence of

vision resuliz in two figlds baing peroeived 25 a continvous image which aflows the
viewing of full horizontal “et:i] bui with halfthe bandwidth swhich would be requirea
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for a full progressive scan while maintaining the necessary CRT refresh rate Lo
prevent flicker.
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Since, after glow or persistence of vision plays an important part in iterlaced scan,
only CRTs can display interlzced video directly -- other display technologies require
some form of deinterlacing.

In the 1970s, compulers and home vidzo game systems began using TV sets as
display devices. At this point, a 480-tine NTSC signal was well beyond the graphics
abilities of low cost computers, 50 these systems used a simplified video signal in
which each video field scanned direcily on top of the previous one, rather than each
line between two lines of the previous field.

By the 19895 computers had outgrown these video systems and needed better
displays. Solutions from various companies varied widely. Because PC monitor
siznals did not need to b broadeast, they could consume tar more than the 6, 7 and 3
MHz of bandwidth that NTSC and PAL signals were confined to.

ta the carly 1990s, menitor and graphics card manufacturers intreduced newer high
resolution standards that vnce again included interlace. 'Fhese monilors ran at very
high refresh rates, intending that this would alleviate flicker problems. Such monitors
proved very unpopular. While flicker was not obvious on them at first, eyestrain and
Jack of focus nevertheless became a serious problem. The industry quickly abandoned

T T T
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this practice, and for the rest of the decade all monitors included the assurance that
their stated resolutions were "non-interlace”,

Application
Interlacing is used by all the analogue TV broadcast systems in current use:

e PAL: 50 ficlds per second, 625 lines. odd field drawn first
e SECAM: 50 ficlds per sccond, 625 lines
s NTSC! 59.94 fields per second, 525 lines, even field drawn first

Progressive Scan

Progressive or non-interlaced scanning is a method that displays, storcs, or
transmits moving images in which, the lines of each frame are drawn in sequence,
This is in contrast to the interlacing used in traditional television systems.

;o A W N

Progressive Scan

Progressive scan is used foriaost CRT computer monitors. (Other CRT-type displays.
such as televisions, typically use interlacing.) It is also becoming increasingly
common in high-end television equipment.

Advantages of proglessive scan include:

¢ Increased vertical resolution. The perceived vertical resolution of an interlaced
image is usually equivalent to multiplying the aclive lines by about 1.6
No flickering of narrow horizontal paiterns

s  Simpler video processing equipment

¢ Easier compression

2.53.5 Digital Video

Digital video is a type of video recording system that works by using a digital, rather
than analog, representation of the videc signal. This generic term is not to be confused
with the name DV, which is a specific type of digital video. Digital video is most
often recorded on tape, then distributed on opticul discs, usually DVDs. There are
exceptions, such as camcorders that record directly to DVDs Digital8 camcordeis
which encode digital video on conventional analog tapes, and the most recent JVC
Everio G cameorders which record digital video on hard dis" s

Digital video is not like normal analogue video uscsd by everviay televisions. To
understand how digital video works it is best to think oi it ar ¢ sequence of nen-
interiaced imapes, each of which is a two-dimensienal «ams of picture eiements or
pixels. Present day analogue television systems such as:

» The National Television Standards Committee (NTSC), used in North America
and Japan '
° _Phasr: Allcmaie Line (PAL), used in weastern Zurope,
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employ line interlacing. Systems that use line interlacing altermately scan odd and
even lines of the video, which can produce images when analogue video is digitized.

In case of Digital video, there are two terms associated with each pi-.:

. luminance and

chrominance. The luminance is a value proportional to the pixel’s intensity. The
chrominance is a value that represents the colour of the pixel and there are a number
of representations to choose from. Any colour can be synthesised by an appropriate
mixture of three properly chosen primary colours. Red, Green and Blue (RGB) are

usually chosen for the primary colours.

When an analogue signal is digitised, it is quantised. Quantisation is the process by
which a conltnuous range of values from an input signa! is divided into non-
overlapping discrete ranges and each range assigned a unique symbol. A digitised
monochrome photograph might, for example, contain only 256 different kinds of
pixel. Such an image would be said to have a pixel depth of 8 bits. A higher quality
image might be quantised alic .ving 24 bits per pixai.

Digital video can be characterised by a few variables:

Frame rate: The number of frames displayed per second. The illusion of mation can
be experienced at frame rates as low as 12 frames per second, but modern cinema uses

24 frames per second, and PAL television 25 frames per second.

Frame dimensions: The widtl and height of the image expressed in the number of
pixels. Digital video comparable to television requires dimensions of around 640 x

480 pixels.

Pixel depth: The number of bits per pixel. In some cases it might be possible to
separate the bits dedicated to fluminance from those used for chrominance. In others,
all the bits might be used to reference one of a range of colours from a known palette.

The table below illustrates possible values of these parameters for typical applications

of digital video.
Application Frame raic Dimensions Pixel Depth
Multimedia 15 320x240 16
Euntertainment TV 25 640 x 480 16
Surveillance 5 640x 480 12
Video Telephony 10 - 320x240 12
HDTV 25 1920 x 1080 24

Advances in compression lechnology more than anything else have led to the arrival

of the video to the desktop and hundreds of channels to homes.
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Originel Data Compression

Transmission of
Compressed dala

= =

Decompression Original Data

Compression is a reversible conversion of data to a format that requires fewee bits,
usually performed so that the data can be stored or transmitled more efficiently. The
size of the data in compressed form (C) relative 1o the original size (O) is known as
the compression ratio (R=C/0). If the inversc of the process, decompression, produces
an exact replica of the original data then the compression is lossless.

t.ossy compressicn, usually applied to itnage data, does not allow reproduction of an
exact replica of the original image, but has a higher compression ratio. Thus, lossy
compression allows only an approximation of the ariginal to be generated.

Compression is analogous to folding a letter before placing it in a small envelope so
that it can be transportcd more easily and cheaply ( as shown in the figure).
Compressed data, like the folded letier, is not easily read and mus! first be .
decompressed, or unfolded, to restore it to its original form.

The success of dala compression depends largely un the data itself and some data
types are inherently more compressible than others. Generally some elements within
the data are more common than others and most compression algorithms exploit this
vroperly, kntown as redundancy. The greater the redundancy within the data, the more
successful the compression of the data is likely to be. Fortunately, digital video
contains a great deal of redundancy and thus, is very suitable for compression.

A device (software or hardware) that compresses data is often know as an encoder or
coder, whereas a device that decompresses dala is known as a decoder. A device that
acts as both a coder and decoder is known as a codec.

Compression techniques used for digital video can be categorise 2 into three main
aroups:

~  General purpose compression techniques can be used for acy kind of data.

= Intra-lrame compression leehmioues work on images. imra- e compression is
con:pression applied 10 sitll tmages. such as photographs and diagrans, avd
exploiis the redundancy within the image, known as spatial redundancy. Intra-
frame compression techniques can be applied 1o individual frames of a video
sequence,
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Inter-frame compression lechniques work on image sequences rather than individual
images. In general, relatively litile changes from one video frame to the next. Inter-
frame compression exploits the similarities between successive frames, known as
temporal redundancy, to reduce the volume of data required to describe the sequence.

2.5.6 Need for Video Compression

The high bit rates that result from the various types of digital video make their
transmission through their intended channels very difficult. Even entertainment video
with modest frame rates and dimensions would requirc bandwidth and storage space
far in excess of that available on the CD-ROM. Thus, delivering consumer quality
video on compact disc would be impossible.

Simitarly, the data transfer rale required by a video telephony system is far greater
titan the bandwidth available over the plain old telephone system (POTS). Even if
high bandwidth technology (e.g. fiber-optic.cable) was in place, the per-byte-cost of
transmission would hmve to be x5y low before it is feasible to use for the staggering
amounts of data required by HE'V.

Lastiy, even if the storage and transporiation problems of digital video were
overcome, the processing power needed 1o manage such volumes of data would make
the receiver hardware highly optimized. '

Although significant gains in storage, transmission, and processor lechnology have
been achicved in recent years, it is primarily the reduction of the amount of data that
needs to be stored, transmitted, and processed thal has made widespread use of digital
video a possibility.

This reduction of bandwidth has been made possible by advances in compression
technology.

2.5.7 Vidco File Formats

DV Encoder Types

When DV is captured into a compuler it is stored in an AVI file, which is Microscfl's
standard file format for video files. Video support in Windows is provided by
DirectShow, a high performance 32 bit interface.

Digital video can be stored in two formats, DV Encoder Tyvpe | and DV Encoder
Type 2.

DY Encoder Type |

The standard DV bit stream interfaces the video and audio streams together. This
format is fully supported by DirectShow which accepts this interlcaved stream and
provides splitter and multiplexer {ilters {o isolate or intcrlace the video and audio
streams from DV. With an Encoder Type 1 AVT file Lhe raw DV interleaved data
streum is simply written into the file,

DV Encoder Type 2

Cacoder Type 2 produces a VIW compalible AV file format. This file has separaic
streams for video and audio and il can also be processed by DirectShow. The
advantage of creating an Encoder Type 2 filc is that the file can be read by the older
applications that do not support DirectShow.
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Other Video File Formats

There are numerous other formats for storing video in digital formats. These formats
are generally used for the storage and viewing of video by and on computer systems
(with the exception of the MPEG formats).

AVI CODEC Formats

There are numerous AV file formats other than the DV Types | and 2 formats
discussed earticr. All these other formats involve the use of Compressor / DE-
Compressors (CODECs) (o read and write the AV file. All invariably compress the

video by reducing frame size from the standard 720 x 480 to 240 x 160 or smaller, by

reducing the number of frames per second and by washing out celour, contrast and
intensity. The resulting file size may be attractive, but the quatity is usually quite
poor. CinePac and Indeo are commonly used CODECs.

MPEG-I

MPEG-1 (Moving Picture Experts Group format 1) is an industry standard encoding
format that is widely used. 1t's normal format is a frame size of 352 x 240 and a
constant bit stream of around one megabit per second, a rate well within thal of any
CD player. MPEG-1 at this size consumes around 10 megabyles for each minute of
video, so a typical CD can hold about 1 hour of vidco.

MPEG-1 is roughly equivalent to VHS in quality, although one might not think so,

when one watches the vicdeo on a computer. Video CDs (VCDs) use the MPEG-1
format, and look good when viewed on a television.

MPEG-2

MPEG-2 is the standard used by DVD and is of a much higher quality than MPEG-1.

This format provides for 720 x 480 resolution and with much less loss of detail over
MPEG-1. However, the iile sizes are 3 to 4 times larger than MPEG-1.

A DVD can contain many hours of MPEG-2 video, but the cost of the DVD writer is

stitl high. MPEG-2 on a CD is possible, using a forimat calied that SVCD but that can

only contain about 20 minutes of video.

Quicktime

Quicktime is the video format devised by and used by Apple and can be used at

varying quality and file sizes. 1t is quite widely used and has influenced the design of

the MPEG formats.

Real Vides

R=al video is a sireaming video format used for dictributing video in real-time over
the intemeel. With streaming video, vou do not have io downtoad the complete file

before beginning to watch it. Rather the viewer witl download he first section of the

videe while the remainder downloads in the backgrour.a.
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1} Compare analog and digital sounds.

2.6 MULTIMEDIA TOOLS

In this section, we will emphasise on various tools used in the field of multimedia.

2.6.1 Basic Tools

The basic toolset or building multimedia projects. contains, one or more authoring
systems and various applications for text, images. sounds and motion video editing.

A few additional applications are asclu! jor capturing inudges itom the screen,
changing file formats and moving files awong computers when you ure part of a team.
These are basically tools for the housekeeping tasks thal make your creativily and
productivity better.

ermTIpee—emem - -



The software in your multimedia toolkil and your skill at using it r:ill determine the
kind ol multimedia work you can do and how fine and fancy you can render it.

2.6.2 Types of Basic Tools
Various types of basic teals for creating and editing multimedia elements are :

¢ Painting and Drawing tools
+ [mage editing tools
s QCR sofiware
e 3-D Modeling and Animalion tools
¢  Sound editing programs
Animation. Video and Digital movies

Painting and Drawing Tools

Painting software is dedicated to producing crafied bitmapped images. Drawing
software like Corel Draw and Canvas is dedicated 1o producing vector based line art
easily printed to paper using Postscript or another page mark up systemn such as Quick
Draw.

Main features / crileria for selection are:

e [ntuitive graphical interface with pull down menus, status bars, palette contro] and
dialog boxes for quick logical selection,

o  Scalable dimensions for resizing, siretching and distorting.

= Paint tools to create ceometric shapcs.

s  Ability to pour a coleur, patiern or gradient.

e Ability to paint with patterns and clip arts.

= Customisable pen and brush shape and sizes.

s Eyedropper tools For colour sampling.

e  Auto trace tool for cenverling bitmapped images into vector based outlines.
s Multiple undo capabilities.

o Supporl for scalabic text fonts.

a  Painting featwes with anti-aliasing, air brushiag, coler washing, blending,
masking ete.

@«  Suppent for third parey special effects.

» ° Object and layering capabilities.

e Zooming for magnified pixel editing.

e All common colour depths.

o {Good {ile importing and cxporting capabililies.

Image Ediling Tools

These are snecialise and powerfu! wols for enhancing and re-touching existing
pitmapped images. These applications also provide many of the features and toole
ine naming snd drawinig programs and oan be used Bor cozating imiages from scraich

o arabbers, digital camers, clip

aswellas images digitised rom scanners. video Tran

an itles or nviginal art werk file s created with 2 drreine ract e
Feainres Uvpical of imeapge oditing applications ar<:

« Conversion of major itnuee date types and induairy siandard file formats,

= Direci iaml ey soanners oic,

Multiniedia
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Employmeat of virtual memory scheme.

Multiple window scheme.

[mage and balance control for brightness, contrast etc.

Masking undo and restore features,

* Multiple video, Anti-akiasing, sharpening and smoothing controls.

= Colour mapping controls.

» (eometric transformations.

s All colour palettes.

» Support for third party special effects plugins.

* Ability to design in fayers that can be combined, hidden and recorded.

Optical Character Recognition Seftware (OCR)

Often, you will have printed matter and ather text to incorporate into your project but
no electronic texefite. With OCR software, a flat bed scarmer and Your computer you
can save many hours of rekeying printed words.and get the job done faster and more
accurately than a roomful of typists.

OCR software turns bitmapped characters into electronical Iy recognizable ASCH text.
A scanner is typicaily used to create the bitmap. Then, the software breaks the bitmap
into chunks according to whether it contains text or graphics by examining the texture
and density of areas of the bitmap and by detecting edges. The text areas of the bitmap
are then converted to ASCII characters using probabiiity and expert syswem algorithm,
Most OCR application claim 99 percent accuracy when reading 8 to 36 point
¢haracters at 300 dpi and can reach processing speeds of about 150 character per
second.

3-D Modelmg 1nd Animation Tools

With 3-D modeling software, objects rendered in perspective appear more realistic.
One can cteate stunning scenes and wander through them, choosing just the right
lighting and perspective for ycur final rendered image. Powerful modeling packages
such as Macromedia’s Extreme 3 D, Autedesk’s 3 D Studio Max. Strata Vision’s 3D,
Specular’s Logo motion and Infini-D and Caligari’s trucspace arc also bundled with
assortments of pre-rendered 3-D clip art objects such as people. furniture, buildings,
cars, aero plane, rees and plants.

Features for good 3-D modeling solitware are :

= Multiple window thai allow you Lo view your model in each dimension.

* Abilily to drag and drop primitive shapes into a scene.

e Create and sculpt organic objects from scratch.

o Lathe and extrude features.

¢ Colour and texture mapoing,

* Ability 1o add realisiic cffects such as ransparency, shadowing and fog.

+ Ability (o add spot, local and global lights, 10 place them anywhere and
manipulaie them for special efTects.

> Unimnined cameras with focad iengih control.

“upund Ediftag Frogromnes

Seund cditing tools for boih digitised and LD sound luts you sue music as well as
hear i By drawing & representation of a seund in fine increments, whether a score or
a waveform. you can cut. copy, pastz and otherwise odit segmuents of it with great
precision — somcifling tuguessibie w ao in reod tme with music piaying.
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System sounds are beeps used to indicate an error, warning or special user activity.
Using sound editing software, you can make your own sound effects and install them
as system beeps.

Aninmation, Video and Digital Movies

Animations and digital video movies are sequences of bitmapped graphic scenes or
frames. rapidly played back. But animations can also be made within the authoring .
system by rapidly changing the localion of the object 10 generale an appearance of
motion. Most authoring tools adapt either a frame or object oriented z2pproach to
animation but rarely both. '

Movie making tools take advantage of QuickTime and Microsofi Video for Windows
also known as AV1 or Audio Video Interleaved technology and let you create, edit and
present digitised video motion segments usually in a small window in your project.

To make movies from video you need special hardware 10 convert the analog video
signal to digital data. Movie making tools such as Premiere, Video Shop and Media
Studio Pro iel you edit and assemble video clips captured from camera, tape and other
digitised movie segments, animations, scanned images and from digitised audio and
MIDI files. The completed clip usuzlly with added transition and visual effects can
then be played back either stand alone or windowed within your project.

Morphing is an animation technique thai allows you to dynamicaily blend two stiil
images creating a sequence of in-between pictures that when played back rapidly in
Quick Time, metamorphoses the first image into the second. For example a racing car
transforms into a tiger. and a daughter’s face becomes her mother's.

Accessories

A Screen Grabber is an essential accessory. Bitmap images are so common in
muitimedia, that it is important 1o have 2 tool {or grabbing all or part of the screen
display so that you can import it into your authoring system cr copy it into an image
editing application. Screen grabbing to the clipboard lez: you move a bitmapped
image from one application 1o another without the cumbe;soms steps of exporting the
image 1o 2 file and then importing it back to the destination.

Another useful accessory is Format Converter witich is also indispensable for projects
in which your source material may originate vn Macintoshes, PCs, Unix Workstations
or even mainframes.

2.6.3 Authoring Tools

Authoring tools usually refers (o computer sofiware that helps multimedia develor=rs
create products. Authoring tools are different from computer programining languagcs
in that they are supposed to reduce the amount of propramming expertise required i
order to be productive. Some anthoring ools use visual symbols and icons in
tlowcharts io make programming sasier. Others use a slide show cnvironmen:.

Authoring 1ools help in the preparation of texts, Generally, they are facilities provided
i assaciation with word processing. desiuep pabiishing. 2ad uocument ranzsement
sysiens to aid the author of documenis, They typically inciude, an ou-line dictionary
and thesaurus, spell-checking, pammar-checking, sivle-checking, and facilitics (or
stricturing, integrating and linking documents.
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Also known as Authorware, it is a program that helps you write hypertext or
multimedia applications. Authoring lools usvally enable you to create a final
application merely by linking together objects, such as a paragraph of a text, an
ilustration, or a song. By defining the objects’ relationships to each other, and by
sequencing them in an appropriate order, authors (those who use authoring tools) can
produce attractive and useful graphics applications.

The distinction between authoring tools and programming tools is not clear-cut.
Typically, though, authoring tools require less technical knowledge to master and are
used exclusively for applications that present a mixture of lextual, graphical, and
audio data.

Multi media authoring tools provide the important framework you need for organising
and editing the elements of your inuiti media project including graphics, sounds,
animations and video clips. Authoring tools are used for designing interactivity and
user imerface, for preseating your project on screen and for assembling multimedia
elements into a single cohesive project.

Authoring software provides an integrated environment for binding fogether the
contents of your project. Authoring systems typically include the ability to ¢reate. edit
#nd import specific types of daia, assemble raw data into a playback sequence or a cue
sheel and provide a structured methed or language for responding to user input.

2.6.4 Types of Authoring Tools

Authoring tools are grouped based on metaphor used for sequencing or organising
multimedia elements and events:

+ Card or Page Based Tools

icon Based or Event Driven Tools
¢ Time Based and Presentation Tools
» Object Oriented Tools

iy Tard or Page Based Tonls

[n these zuthoring systems, clements arc organised as pages of a book or a stack of
cards, Thousands of pages or cards may be available in the book or stack. These ol
are best used when the bulk of your content consists of elements that ean be vicwed
individually, like the pages af a book or cards in a card [ile.

rhe authoring system lets you link these pages or cards inte organised sequences, You
can jump on command to any page you wish in the struclured navigation pattern, Card
or Page based authoring systems allcw you to play the sound elements and launch
animation and digital video.

i) lcon Based or Event Driven Tocis

in these authoring systems. mullimedia clements and interaction cues or events are
oreanised as objects in a stractural framework ar process. Icon - bazed, event driven
wols simphfy the organisation of your project and typically displays Mow diagrams nt
acriviiies aloiy branching paths. In complicated navipational structures. this charfing

is particiilari y userut during develepiment.

ni) Time Bascd and Presentation Tools

In these authuring systems, elements and events are organiscd along a timeline. with
resofutions as high as 130 seron L Time bascd Wnels are best vsed witen vou have 2
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message with a beginning and an end. Sequentially organised graphic frames are
played back at speed that, you can sct. Other elements such as augio events are
triggered at a given time or location in the sequence of events. The more powerful
time based 1ools lets your program jump (o any location in a sequence thereby adding
navigation and interactive control.

iv) Object Oriented Tools

1n these authoring systems., multimedia elements and events become objects that live
in hierarchical order of parent and child relationship. Messages are passed among
these objects, ordering them to do things according to the properties or modifiers
assigned to them. In this way, for example, Jack may be programmed to wash dishes
every Friday evening and does so when he gets the message from his wife. Objects
typicaily take care of themselves. Send them a message and they do their thing
without external procedures and programming. Object — oriented toois are particularly
uscful for games, which contain many components with many “personality”.

2.6.5 Multimedia Tool Features

Common to nearly all multimedia tool platforms are a number of features for
encapsulating the content, presenting the data, obtaining user input and controlling the
exccution of the product. These feature include:

¢« Page
¢ Conlrols
=  Navijgation

= input
» Media Conirols
e« Data
= Text
= Graphucs
=  Audio
=  Video
= Live Audio/Video
= Database

« Execulion
* Linear Sequenced
* Program controlled
»  Temporal Controlled
= Inter activity Conurolted

& Check Your Progress 5

1) What are the basic tools of multimedia?

2} What Is the scicction critevia for image editing lools ?
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3) What are multimedia authoring tools ?

2.7 SUMMARY

Multiinedia as the name suggests MULTE and MEDIA uses several inedia (e.g. text,
audio, graphics, animation, video) to convey information. Multimedia 2iso refers to
the use of computer technology to creale. store, and cxperience muitimedia content.

In this unit, we have tried to understand the concept of multimedia, ils upplications in
various fields like education, training, business, entertainment 1o niame & few.

Another section deals wiin dcfining objects {or inultimedia systems in order 10
understand the nuts and boits of muitimedia technology like still pitures, graphics,
animation. sound, video etc.

These ot:jects of multimedia system need to be transmitted, heace, there is a need for
their corpression and various lechniques of compression for optimum bandwidht
usage.

The last section deals with the basic wolsct for building imultimedia projects which
contains one or nlore auihoring systems and various applications for texts, images.
sounds and motion videe editing. It also addresses the questions ~ What is the basic
hardware and software needed to develop and run multimedia technology and
applications?

The scfiware in your multimedia toolkit and your skill at using it determines what
kind of multimedia work you can do and how fine and (ancy you can render it

2.8 SOLUTIONS / ANSWERS

Checek Your Progress i

) fyy- riest - Flyperlex! s concepruaily the same os a regular lext - it can be
stored, read, searched, or ediied - with an imporant differ<nse: hypeidextis ox
-with nointers 1o other test Vhe browsers let vou deal with the painters i n
transparent way -- seicet the pointer, and you are presenred with the iext 1}' is
pointed to.
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Hypermedia - Hypermedia is a supersct of hypertext. Hypermedia documents
contain links rot only to other pieces of lext, bul also to other forms of media -
sounds. images, and movies. Images themselves can be selected to link to sounds
or documents. Hypermedia simply combines hypertext and multimedia.

Humans associate pieces of information with other information and creule

complex knowledge structures. Hence, it is also said that the human memory is
associative. For example, a person starts with an idea which reminds him/her of a
related idea or a concept which in turn reminds him/her of another idea. The order
in which a human associates an idea with another idea depends on the context
under which the person wants information. When writing, an author converts
his/her knowledge which exists as 2 complex knowledge structure into an external
representation, Information can be represented only in a linear manner using
physical media such as printed material and video tapes. Therefore the author
has 1o convert his knowledge into a linear represeniation using a lincarisation
process. The reading process can be viewed as a transformation of external
information into an intemal knowledge representation combined with integration
into existing knowledge structures, basically a reverse operation of the writing
process. For this, the reader breaks the information into smaller pieces and
rearranges thesc based on the readers information requirement. We rarely read 2
text book or a scientific paper from start to end. Hypermedia, using computer
enabled links, allows us to partially imitate writing and reading processes as they
take place inside our brain. We can create non linear information structures by
associating pieces of information in different ways using links. Further, we can
use a combinalion of media consisting of (ext, images, video, sound and
animation for value addition in the representation of information. 1t is not
necessary for an authcr to go through a linearisation process of his/her knowledge
when writing. The reader can also access some of the information structures the
author had wien writing the informalion. This helps the readers create their own
representation of knowledge and 1o gel it into existing knowledge structures.

Different types of links used in hypermedia are

Structural Links: The information contained within the hypermedia application
is 1ypically organiscid in some suitable fashion. This orgenisation Is typically
represented using structurai links. We can group st-uctural finks together to create
different types of appifeation structures. f v. : wok, for example, at a typical book,
then this bas both a linea: structure i.e. from the beginning of the book linearly io
the end of the book and usually a hizrarchi~ai sirueture in the form of the book
that contains chapters, the chapters cantain seciions, the sections contains sub-
sections etc. Typically in a by pernnediz application we try Lo create and utilize
appropriate structures.

Associative Links: An associative link i« a link whick: is completely independent
of the specific struclure of the inforination. We have links based on the meaning
of different information compenents, The iost cominon ¢xample which most
people would be familiar with is cross-referencing within books for example - for
mars information on Xt m Y,

Reforential Links: A ki tene o Hinh Iv aefrentint U 1t is related to the
associalive link, Rather il iopreseniing an avsociztion Luween two related
concepts, @ referential i1 ovides £ Hak bowe oo on e of Infennation wid wn

cxplanation tor thiel inl6:5.80uit
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Check Your Progress 2

1) Interactive: Users can use 2 variety of tnput devices to interact with the computer,
such as a joystick, keyboard, touch screen, mouse, trackball, microphone, etc.

Multi refers to the multiple file usages used in the multimedia product, such as
sound, animation, graphics, video, and text,

Media: Many media sources can be used as components in the multimedia
product, such as a videodisk, CDROM, videotape, scanner, CD or other audio
source, camcorder, digital camera, etc. Media may also refer to the storage
medium used to store the interactive multimedia product, such as a videodisk or
CDROM.

2) Mullimedia is used in education and training ficlds as follows :

* Computer simulations of things too dangerous, expensive, offensive, or time-
sensitive to experience dircetly. Interactive lutorials thai teach content by
selecting appropriate sequencing of materiai based on the ongoing entry of
student responses, while keeping track of student performance.

Electronic presentations.
Instruction or resources provided on the Internet { World Wide Web: 24 hours
a day).

»  Exploratory hypertext software (i.c. encyclopedias, databases) used for
independent exploration by learners to complete research for a paper. project,
or product deveiopment. They may use IMM resources to collect information
on the topic or use multimedia’components te creale a product that blends
visual, audio or textual information for effectively communicating a inessage.

Education courses, skills, and knowledge are sometimes taught out of context
due to lack of application of real time examples. To overcome this, educators
are using multimedia to bring inlo their classrooms real-world examples to
provide a in-context framework important to Jearning. Multimedia and tools
like the Internet give Faculty instant access to millions of resources.

Education training procedures fall into three peneral caiegories:

1) Instructor Support products: These are used by teachers in addition o
text books. lectures and other activities within a class room environment,

2) Standalone or Self paced products: These are also callea Computer
based training and are designed for students to usc in place of a teacher.

3) Combination products: As the name implies these [all between support
and standalone produels. These are used by studenis a1 the direction of
instructors or to enhance classroom activitics,

3) When a conference is conducted belween lwo or more participants at difTerent
sites by using computer networks to transmil audio and video data, then i is
known as video conferencing. A videocontercoce 13 a set of interactive

telecommunication technologtes which allow by or more jocitions o interagi 30

iwo-v ay video and audio fransmissions sinitaneausty, it has also been called
visunl collaboration and iz 5 wpe of groupware.

Ehgital compression of nuadio and video streams i real time is the core rechnoloe

behind video conferencing, Codec is the hardware or software that perlonins
compression. Compression rates of upte 1:500 can be achieved. The resulting
digital stream of I's and 0's is subdivided mro labelled packets. which are then
transmitted through a digital network usvally ISDN or 1P
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. Multimedia
The other companenis required for a VTC system include:

Video input: vidco camera or webcam
Video output: computer monitor or television
Audio input: niicrophones

Audio output: usually loudspeakers associated with the display device or
telcphone

Daia transfer: analog or digital telephone network, LAN or Internet.
eck Your Progress 3

Technology that makes computer capable of displaying and manipulaling pictures.
Bitmap graphic images and vector graphic images.

The graphic images are quite useful on web but because of limit to the bandwidth
of network it is necessary to compress and reduce the size of any image [ile, thug
compression makes faster data access.

Since. JPEG file formats has incredible compiession ratio of 1:100, so we can
have better image in less size. Thus, JPEG file format is ideal for faster
downloads.

eck Your Progress 4

An analog recording is one where the original sound signal is modulated onto
another physical signal carried on some media or the proove of 2 gramophone disc
or the magnetic field of a mapuetic tape. A physical quantity in the medium (e.g.,
the intensity ef the magnetic {ield} is directly related to the physical propertics of
the sound (e.g.. the amplitude, phase and possibly direction of the sound wave.)

A digital recording, on the other hand is produced by first encoding tne physical
properties of the original sound as.digital information \which can then, be decoded
for reproduction. While it is subject to noise and immperleclions in capturing the
original sound, as long as the individual bits can be iecovered, the nature of the
physical medium is of minimum consequence in the recovery of the encoded
information

There are three major groups of audio [ile forinats:

e common formats, such as WAV, AIFIF and AU.

e formats with lossiess compression, such as FLAC, Monkey's Audio (filename
extension APE), WavPack, Shorten, TTA, Apple Lossless and lossiless
Windows Media Audio (WMA).

» formals with lossy compression, such as MP3. Vorbis, lossy Wmdows
Media Audie (WMA) and AAC

DV Encoder Types
DV Encoder Type |
DV Encoder T'ype 2

Cther Vidao [ile Formants
AV CODEC formaty
MPEG-1
MPEG-2
Quick lime

Real Vidzo

]
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The high bit rates that result from the various types of digital video make their
transmission through their intended channels very difficult. Even entertainment
videos with modest frame rates and dimensions would require bandwidth and
storage space far in excess of that available on he CD-ROM. Thus, delivering
consumer quality video on compact disc would be impossible.

Similarly, the data transfer rate required by a video telephony system is far greater ;

than the bandwidth available over the plain old telephone system (POTS). Even if
lrigh bandwidth technology (c.g. fiber-optic cable) was in place, the per-byte-cosl
of transmission would have to be very low before it would be feasible to use for
the staggering amounts of data required by HDTV.

Lastly, even if the storage and transportation problems of digital video were
overcome, the processing power necded to manage such volumes of data would
make the receiver hardwarc very

This reduction of bandwidth has bezn magde possible by advances in compression

technology.

Progressive scan is used for most CRT computer monitors. (Other CRT-type
displays, such as televisions, typically use interlacing.) It is also becoming
increasingly common in high-end television equipment.

With progressive scan, an image is captured, transmitted and displayed ina path ¢

similar to the text on a page: line by line, from top to bottom.

The interlaced scan pattern in a CRT (cathode ray tube) display would complete

such a scan 100, but only for every second line and then the next set of videe scan |

lines would be drawn within the gaps belween the lines of the previous scan.

Such scan of every second line is called a field.

The afterglow of the phosphor of CRT tubes, in combination with the persistence :

of vision results in two fields being perceived as a continuous image which allowsi

the viewing of full horizontal detail but with ha!f the bandwidth which would be
required for a full progressive scan while maimaining the necessary CRT refresh

mate to prevent flicker

Cheel Your Progress &
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Various types of basic teals [or creating and editing multimedia clements are ©

Painting and Drawing, tools

Image Editing Tools

OCR software

e 3-D Modeling and Animaiion tools

+ Sound Editing Programs

o Awmmaiion, Video and Digital Movics.

* o O

Selectinn criteria for image 2diting applications arg :

2 Conversion of major imagze data (ypes and industry standard fiie formats.
= Direcl input from scanners etc.

a  Employment of virlual memory scheme.

¢ Multiple window scheme.
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e Image and balance control for brightness, contrast ete.

Masking undo and restore features.

Multiple video, Anti-aliasing, sharpening and smoothing controls.
Color mapping conirols.

Geometric transformations.

All colour palettes.

Support for third party special effects plug ins.

Ability to design in Jayers that can be combined, hidden and recorded.

Authoring tools usually refers to computer software that helps multimedia
developers create products. Authoring tools are different from computer
programming languages in that they are supposed to reduce the amount of
programming expertise required in order to be productive. Some authoring tools
use visual symbols and icons in flowcharts to make programming easier. Others
use a slide show environment. '

Authoring tools are grouped based on metaphor used for sequencing or organising
multimedia elements and cvents

Card or Page Based Tools

Icon Based or Event Driven Tools
Time Based and Presentation Tools
Object Oriented Tools

2.9 FURTHER READINGS

300ks

a) Multimedia Technology and Applications by David Hillman
b) Multimedia - Making it work by Tay Vaughan
¢) Multimedia Systems Design by Prabhat K. Andleigh and Kiran Thakrar

¥cbsties

a) www.en.wikipedia.org

b) swww.computer.org

c)} www.leescomputersociety.org
d) www.webopedia.com

e} www.feit.usfedu

f) www.why-not.com
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