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Block - 1 : Computer Basics & Data Representation

This is the first block of your course. It deak with the computer basics & dats represeniation. This
block provide you the basics of computer and ako fell you how data represent in to the computer.
Data representation plhys 2 very important role n the field of the computer. For this reason we
divided this block inio four Hllowing mits.

So we wil start the first unik with basics of algorithms. We abo focused how to developed an
algorihm, how fo cakulate iz complexity and s characteristics. We alo discussed a sinplk model
of a computer. We describe the components of computer system. We ako deal with the memories of
computer. In this unit we abo described the characteristics of computers.

In the second unit we focused on problem-solving using computers. We describe this problem
solving with the help of algorkhm, flowcharting, and pseudo code.

In the third unit we told about the data representation in computer. We abo describe how characters
representation done in the computer system, As we 2l know the role of the mumbers in computer
system so we focused on the representation of itegers and fractions.

In the fourth unk we focused on hexadecimal representation of mmmbers, We ako focused on the
conversion between octal and hexadecimal, decimal and binary, and discussed error-detecting codes.

As you sty the material you will come across abbreviations in the text, e.g Sec¢, 1.1, Eq.(l D) etc.
The abbreviation Sec. stands for section, and Eq. for equation. Figure, a. b refers to the bth figre of
Unit a, ie. Figwe. 1.1 is the first fignre in Unit 1. Simiarly, Sec. 1.1 is the first section in Unit 1 and
Eq.(5.8) is the eighth equation m Unit 4. Similarly Tabk x. y refers to the yth table of Unit x, ie.
Table. 1.1 s the first table in Unit 1.

In your study you will also find that the wmits are mot of equal-length ard your study time for each
unit will vary.

We hope you emjoy studying the material and wish you success.
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Computer Basics

Structure

1.0 Introduction

1.1 Algorihms

1.2 A Simple Model of a Computers
1.3 Characteristics of Computers

1.4 Surmmary
1.5 Review Questions

1.0 Introduction

In this umit we define about the basics of computer. In this unit there are five sections. In section one
ie. Sec. 1.1 you wil kamn about algorihm As you haw studied earlier that an algorithm
{pronounced AL-go-rith-um) & a procedure or foromla for solving a problem. The word derives from
the name of the mathematican, Mchammed ibn-Musa al-Khwarizmi, who was part of the royal court
in Baghdad and who lved from about 780 to 850. ALKhwartmfs work & the likely source for the
word algebra as well

A computer program can be viewed as an elaborate algorithm In mmthematics and computer science,
an algorithm usually means a small procedure that solves a2 recurrent problem In Sec. 1.2 you will
know about the basics of computer. In this section we define ioput uni, cutput unit, CPU, ALU, CU
efc, in the next section ie. Sec. 1.3 we explain characteristics of computer, In Sec, 1.4 and 1.5 you
will fnd sumary snd review questions respectively.

Objectlves

After studying this it you should be ablke to:
= Define algorihm, analysis of algorithm, characteristics of algorithm
= Express basics of computer like CPU, CU, ALU, mput and output umnit.
= Describe chamcterstics of computer.

1.1 Algorithm

Anglgoritn, named after the mnth cenhwy scholar dbu Jafar Muhammad ibn Musu Al-
Khowarizmi, 8 defined as bllows: Roughly speaking

o An algorithm B a set of rukes for carrying out caleulation either by hand or on a machine.
s An algorithm & a finke step-by-step procedure to achieve a required result.
» An algorihm B a sequence of computational steps that transform the input into the output.

» An alporithm & a sequence of operations performed on data that have to be organized in data
structures.

+ An algorithm i an abstraction of a program to be executed on a physical machine (model of
Computation).
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The most famous algorithm in history dates well before the time of the ancient Greeks: this is the
Euchd's algorithm for calculating the greatest common divisor of two integers. This theorem
appeared as the solution to the Propostion II in the Book VII of BEuclid's "Elemenis.” Buclid's
"Ekments” consists of thiteen books, which contain a total mmber of 465 propositions.

Input =) | Algorithm | =) Output

Figure 1-1

“A step-hy-step problem-solving procedure, especially an established, recursive computational
procedure for solving a problem in a finite number of steps”

The Classic Multiplication Algorithm
1. Muliiplication, the American way:
Multiply the muliplicand one after another by cach digit of the mukiplier taken from right to kft.
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1210554
Figure 1-2
2. Multiplication, the English way:
Multiply the muliiplicand one afier another by each digit of the mukiplier teken from left to right.

121055354

Figure 1-3

Algoribmic 38 a branch of computer science that comsists of designing and amalyzing computer
algorihms

1. The “design” pertains to

i The description of algorilm at an abstract level by means of a pseudo language, and
i, Proof of correctness that &, the algorithm solves the given problem in all cages,

2. The “analysis™ deals with performence evalmation (complexity analysis).
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We start with defining the model of compufation, which & wsually the Random Access Machine
{RAM) model but other models of computations can be used such as PRAM. Once the model of
computation has been defined, analgorithmcan be describe wsing a simple language (or pseudo
languape} whose synfax & chose to programming language such as C or java.

Algorithm's Performance

Two important ways to characterize the effectivencss of an algorihm are #8 space complexity and
tme complexity. Time complexiy of an aleorthm concerms determining an expression of the
mmber of steps needed as a fimction of the problem size. Since the step count measure 5 somewhat
coarse, one does not aim at obtaining an exact step count Instead, one attempis only to get
asymptotic bounds on the step count. Asymptotic analysis makes use of the O (Big Oh) notation.
Two other notational constructs used by computer scientists in the analysls of algorifims are @ (Big
Theta) notation and {) {Big Omege) nofation.

The performmnce evahmtion of an algorithm B obtained by totaling the mamber of ocowrences of
each opemation when rumning the algorithm The performance of an algorihm is evalmted as a
fimction of the input sizz n and & to be considered module a nultiplicative constant.

The Mlowing notations are commonly use notations in performence apalyse and wsed to
characterize the complexity of an algorihm.

@-Notation (Same order)

This notation bounds a fimction to within constant factors. We sayfin) = ®(g{n)) if there exist
posikive constanis zp,c) andcz such that to the right ofsgthe vakwe off{fn) always lhes
between ¢ g(n) and ¢3 g(n) chsive.

In the set notation, we write as ollows:

B{e(n)) = {f{n) : there exist positive constants ¢;, ¢;, and zp such that 0 < ¢1 g(n) < £n) <cz g(n) for
all n>nq}

We say that is g(n) an asymptotically tight bound for f{n).

c2g{i)

fn)

Cigin)

fin) = &ghn))

Figure 14

Graphically, for all valuez of # to the right of g, the vale of {n) Iies at or above ¢ g(n) and at or
below ¢z g{n). In other words, for allp >no, the finctionf{n) & equal to g{n) to within a constant
factor. We say that g(n) is an asymptotically tight bound for fin).

In the set terminology, fin) 18 saikl to be a member of the set ®(g(n)) of fimctions. In other words,
because O(g(n)) & a set, we could write

MBA 3.51/7



fln) € Be()

to Indicate that f{n} 5 a member of ®(g(n)). Instead, we write
fln) =0{(n)

to express the same notation

Historically, this notation i "f{n) = ©(g(n))" although the idea that f{n) is equel to something called
O(g(n)) & misleading

BExampk: n2 - 2n= ("), with ¢; =14, ¢2 =1/2, and no = 8.
O-Notation (Upper Bound)

This netation gives an upper bound for a finction to within a constant factor. We write f{r) = O{g(n))
if there arc positive constants 1o and ¢ such that to the right of ny, the valuie of f{n) always Lics on or
below c g(n).

In the set notation, we wriie as follbws: Fora given fimction g(n), the set of fimctions
O(g(n)) = {An). there exist positive constants cand ng such that 0 < An) < c gln) for all n>ng}

We say that the function g(x) i an asymptotic upper bound for the fimction {n). We use O-motation
to give an upper bound on a fimction, to within a constant factor.

cg(n}

L)

1
1
[
]
]
b
r
I

I

|

H
" fin) = Oletn)
Figure 1-5

Graphically, for all values of n to the right ofng, the vale of the fimction () i8 on or below g(n).
We wrile f{n)=0O{g(n)) to mdicate that a fimction f{n) 8 2 member of the set O(g(n)) ie.

fin) € O(g(=))

Note thatfln) = O(g(n)) mplies An} = Oe(n), sixe O-mtation B a stronger motation than O-
notation.

Example: 2#° = O(n’), with ¢ =1 and ng =2,
Equivakently, we may alo define fis of order g as ollows:

Iffin) and g(#) arc fimctions defined on the positive mtegers, then f{n) 8 Ofg(n)) if and only if there
B ac>0and an no > 0 such that

|An} | <] gn) | for all 2 no
Historical Note: The notation was introduced in 1892 by the German mathematician Paul Bachman.
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£-Netation (Lower Bound}

This netation gives a lower bomd for a fimction to within a constant factor. We write fin) = Q(g(n))
if there arc positive constamts »q and ¢ such that to the right of sy, the valie of {n) always lics on or
above ¢ g(n).

In the set notation, we write as folbws: Fora given fimction g(n), the set of fimctions
D{g(n)) = {fin) : there exist positive constanis ¢ and ny such that 0 < e g() < fln) for all n > ny}
We say that the fimetion g(») i an asymptotic bower bound for the fimction f{n).

n)

" fn) = Siglan)

Figure 1-6

The intuition behind Q-notation is shown abeve,
Bxanple: Yn=(lg #), with ¢=1 and ng = 16,
Algorithm Analysis
The complexity of an algorithm & a fimction g(7) that gives the upper boumd of the mmber of
operation {or nmming time) performed by an algorihm when the input size & 2.
There are two mterpretations of upper bound.

Womt-case Complexity

The running time for any given size input will be lower than the upper bound except possibly
for some vales of the input where the maximum & reached.

Average-case Complexity

The rumning time for any given size input will be the average munber of operations over all
problem ingtances for a given size.
Because, i B quite difficult to estimate the statistical behavior of the iput, most of the time we
content ourselves to a worst case behavior. Most of the time, the complexity of g(n) & approximated
by is fmly o(ffn)) wherefin) & ome of the Blowing Anctions. n (Jinear complexity),
log a (bgarithmic complexity), »* where a > 2 (polynomial complexity), a”(exponential complexity).

Outinmalit
Once the complexity of an aleorithm has been estimated, the question arses whether this algorithm
is optimal An algorithm for a given probkm B optimal if iis complexity reaches the lower bound
over all the algorithme solving this problem, For example, any alporifhm solving “the intersection
of n scgmenis” problem will exccute at least »? operations in the worst case even if & does mothing
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but print the output. This is abbreviated by saying that the problem has Q(n”) complexity. If one
finds an O(»?) algorithm that solve this probkm, & will be optimal and of conplexity €{n?).

Reduoction

Another technique for estimating the complexity of a problem ig the transformation of problems, ako
called problem reduction. As an example, suppose we know a bower bound for 2 problem A, and that
we would bke to estimate a bwer bound for a problkemB. If we can tramsformAinto Bby a
transformation step whose cost is less than that for solving A, then B has the same bound as A.

The Convex hull probkm nicely ilustrates "reduction” technikjue. A lower bound of Convex-hul
probkem cstablished by reducing the sorting probkem (complexity: &(nlogn)) to the Convex lmill
problem

Methodologies for Analyzing Algorithms
We will be primarily concemned with the speed (time complexity) of algorithms.
+ Sometimes the space complexity i8 studied.
+ The time depends on the mput, most often on the siz of the mput.
» We can nn experiments.
o Must choose sufficiently many, representative inputs,
o Must use klentical hardware to compare algorithms.
o Must implement the algorithm.

We will emphasize instead and amalytic framework that i independent of input and hardware, and
does not require an implementation The disadvantage B that we can only estimate the time required.

+ Ofien we ignore mukiplicative constants and small nput values.
»  Sowe comsider {x)=x°-20x" equivaknt to g(x)=10x>+10x"
» Huh??
» Easy to see that for say x > 100, f{x} <10 g(x) and g(x) < 10 £x).
Method for Developing an Algorithm
1. Define the problem: State the problem you are trying to solve i clear and concise terms,

2. List the inpuis (information needed to solve the problem) and the ouiputs (what the algorithm will
produce as a resulf)

3. Describe the steps needed to convert or manipulate the inputs fo produce the outputs,
Start at a high level first, and keep refining the steps wntil they are effectively computable operations.
4. Test the algorithm: choose data sets and verify that your algorithm works!
Characteristics of an Algorithm
What makes an algorithm an algorthm? There are four essential properties of an algorithm,
1. Each step of an algorithm st be exact.

This poes without saying. An alporithm must be precisely and unambiguously described, so
that there remains no uncertainty. An instruction that says “shuffle the deck of card” may
make sense to some of us, but the machine will not have a clue on how to execute ¥ unless
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the detail steps are described. An instniction that says ‘dift the restriction” will cause mixh
puzdement even fo the iman readers.

2. An algorihm must terminate.

The ultimate purpose of an algorithm i to solve a problem, If the program does not stop
when executed, we will not be abk to get any result from & Therefore, an algorithm must
contain a finike mumber of steps in iis execution Note that an algorithm that merely contains a
ic mumber of steps may not terminate during execution, due to the presence of ‘infinie
loop’.
3. An algorithm must be effective.
Again, this poes without saying. An algoritm mmst provide the correct amgwer fo the
problem.
4. An algorithm must be genernl.

This means that i must sobe every instance of the probkem For example, a program that
computes the area of a rectangk should work on all possbk dimensions of the rectangk,
withinn the limits of the programuning language and the machine.

An alporittm should alo enphaspe on what's, and oot the how's, kaving the detais for the
program version. However, this point & more apparent in more complicated algorithns at advenced
level which we are unlkely to encounter yet
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1.2 A simple Computer Model

A computer is a progranmmable machine designed to perform arithmetic and logical
operations automatically and sequentially on the input given by the user and gives the desired output
afier processing Computer components are divided info two major categories namely hardware
and sofiware. Hardware i3 the machine itself and is comnected devices such as monitor, keyboard,
mose etc. Sofiware B the set ofprograms that moke use of hardware for performing various
fimetions.

’A_{- |_ Keyboard
Control Unit \l— Mouse
Main (II\
Memory [\[*}/]::: Input
w g Devicas
__h" Display
Registers Secondary| AN Eii_l/ R
:T — Memory N[V]::
o N — ____D) Printer
—1 1 Storage Output
Central Processing Unii EIJ-:E Devices
(CPU)

Figure 1.7
There are three major components of a computer:

s Input/Output Unit

s Ceniral Processing Unit
¢ Ceontrel Unit (CU)
o Arithmetic Logic Unit (ALL))
o Registers

* Memory

»  Quiput Unit

INFUT UNIT

This wit contains devices with the help of which we enter data into computer. This unit is Inked
between user and computer. Input devices framslate the mman-being nformation to the form
uderstandable by a computer.

The nput, output and storage devices are described as on line, when they are directly connected to
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the CPU, when not connected directly they are described as off-line.
BEompks of nput devices:

» Keyboard

» Microphone

+ Mouse

o light pen

» Scammer

» Joystck

+ Voice recognizer

o Card reader

» Digitizer

+ Floppy drive

« Tape drive

» Cartridge tape drives

» OCR (Optical Character Reader)

+ OMR (Optical Mark Reader) ete.
OUTPUT UNIT

Output unit consists of devices with the help of which we get the information from computer. Output
mi 5 a link between computer and user. Output devices franshite the computer’s output into the
form understandable by user.

Examples of Output devices:
+ VDU
e Line Printer
e Dot matrix printer
* Dabsy wheel primter
s Lager printer
e Color graphic terminal
o Graph plotter
¢ Floppy drive
o Tape drive
e Disk drive
o Cartridge tape drive etc.
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Central Processing Unit (CPU)

The central processing unik (CPU) 18 the bram of amy computer. It carries out all the processing in the
computer. Central Processing Unit iself consists of three main subsystems., The first one is Control
Unit, the second is Arithmetic and Logic Unit (ALU), and the third is Registers.

A CPU works in a fefch execute cycle. On power on, the CPU fetches the first instnction fiom a
location specified by the program counter. Ths istruction ® brought imfo mstruction register which
i decoded by the conirol unik. Based on the istruction, the conirol uné woukd fetch the operand and
or carry out arihmetic or logical operations on #, or store the resuk of such an operation mto a
specified memory location. After one instruction iz executed the next istruction is fetched by the
processor and executed, This process goes on till the processor does not come to a hak instnxction, A
real life processor would have brge mmmber of regsters, sophisticated micro-program comfrol vmit
and a sophisticated arihmetic and logic uwnk. Most powerfil processors currenily popular are from
Intel, Pentium III and Pemtimm IV, Dual Core, Core2Duo, Core i3, Core i5 and Core {7.

Figure 1-8

CONTROL UNIT

Conirol unit conirok the operations of all paris of computers. It does not carry out any actual data
processing operations,

» It retrieves mstructions from the main memory and determines what B to be taken
« It then reirieves the data required to be processed from the mein memory.

* It camses the CPU to actually camry out required operations and determine whether the required
operation bave been carried out or not.

« It phees the processed resulls in the output area of the memory.

» It fetches the next instruction from the memory and repeat the whok cycle of operations outlined
above.

In addition to the above, the control unit ako oversees that ermoneous data does not enter mio the
system (for example, mmeric data conssting of alphabets or a mmber 5 divided by zere). When
such an event occurs, the control unit displays an error on the screen of the CPU fo wam computer
operator.

In order to carry out these operations, the confrol unit ako has its own set of registers (like those of
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ALU). The basic register of the control unit are the instruction regwster, the decoder & the address
register.

ALU (Arithmetic and Logic Unit)
This mit consists of two subsections:
. Arithmetic section

. Logic section

Arithmetic Section: Function of Anthmetic section i8 to perform arthmetic operations ke addition,
subtraction, mukiplication & division All complex operation are done by making repetiive wse of
above operation.

Logic Sectlon: Funxtion of logic section is to perform logic operations such as comparing, selecting,
matching and merging of data,

The anthmetic and logic unit (ALU) conteins a mumber of storage locations refemred to as registers.
These repwters are composed of electronic cicuitry having the capability of adding, subtracting,
multiplying rounding off etc., the mmber of registers in a computer vary from model to model
Howewer, the basic registers in any computer are the adder and the accumultor,

An ileresting skle Imi ® that a2 computer can only add. It canmot carry out subtraction,
Multiphcation and division eperating in the way i i8 done mamally. For these operutions, it also has
to take the add route, Thus if 15 to be multiplied by 10, the computer adds the data iem 15 times,
For subiraction and division, ¥ employs the 1’s complement method, which again & a form of the
addition process. The basic add & subtract operation have been camried out by the computer by
means of dedicated ceuils called micro-programs,

Registers

The Registers within CPU are special purpose temporary storage locations. The important registers,
within CPU are, program courter (PC). A program counter keeps track of next instruction to be
exccuted. Instruction Register (IR) is a register which holds instruction to be decoded by the conirol
uni. Then memory address regster (MAR), &8 a register which points to the memory location which
the CPU plams to access, either for reading or for wriing MBR {(memory buffer register} which is
also referred to as memory data register (MDR) 18 wsed for storage data either coming to the CPU or
data being transferred by the CPU. Accumulator (ACC) B a general purpose register used for storing
operands, temporary results and results produced by arithmetic bgic unit. Beskles these a processor
can have many other regsters. But these are the most basic and most essential registers necessary for
any CPU.

MEMORY OR STORAGE UNIT

The finction of storage unit 8 to store instruction, data amd itermediate results. This unik supphes
information to the other unis of the computer when needed. It & also known as internal storage unit
of main memory or primary storage. Memory & part of the main computer system. The processor
access the main memory in direct fashion, that &, the processor can access any location of this
memory either to read information fiom & or store information in it The primary memory &
implemented by two types of memory technologies. The fist & called random access memory
(RAM) another s read only memory (ROM). Its size affects speed, power and capabilities.
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Random Access Memory

RAM dwectly provides the required information to the processor. It can be defined as a block of
sequential memory bocations, each of which has a unique address determining the location and those
locations confam a data clement. Storage locatons in maim memory are addressed directly by the
CPUrs instructions. It i volatile in nature, as soon as powered turned off the information stored in it
will lost. RAM can be firther divided info two categories:

* Dynamic Random Access Memory
« Static Random Access Memory

Dynamic Random Access Memory (DRAM):

This type of memory holds the data in dynamic memner with the help of a refiesh circuity. Each
second or even less that contents of each memory cell 8 read and the reading action refreshing the
contents of the memory? Due to reffeshing action, this memory & called dynamic RAM.

Static Random Access Memory (SRAM);

SRAM along with DRAM is essential for a system to nm optimally, becanse it is very fast as
compared to DRAM. It i effective because most programs access the same data repeatedly and
keeping all this information in the first written to SRAM assuming that & will be wsed again soon.
SRAM is generally inciuded in computer system by the name of cache.

Read Only Memory (ROM)

As the name suggests, read only memory can only be read, not written CPU can only read from any
location in the ROM but camnot wriie. The comtents of ROM are not Jost even in case of a sudden
power filore, making it non-vohtile in nature, The instructions n ROM are built into the electronic
circuit of the chip. These istructions are called fimoware. Read only memory is ako random access
in natore, which means fhat CPU can randomly access any location within ROM. Improvement in
technolopy for comstruction flexible ROM has brought, PROM{Programmable Read Only Memory),
EPROM(Erasable Programmable Read Only Memory), and EEPROM(Ekectrical Erasabl Read Only
Memory) into existence.

Cache Memory

Cache & a piece of very fast memory, made from high-speed static RAM that reduces the access
time of the data. It is very expensive generally ncorporated m the processor, where valable data and
program segmerds are kept. Main reason for ifroducing cache i between main memory and

processor i to compensate the speed mismatch, Figure shows 1.3 the role of cache in memory-
Processor commumication
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Figure 1.9
Secondary Memory

Secondary storage provides lhrge, mon-volatle, and inexpensive storage r programs and data.
However, the access time in secondary memory & mixh larger than in primary memory, Secondary
storage permits the storage of computer istructions and data for long periods of time. Secondary

storage 8 ako called auxliary or bulk memory. Magnetic disks (Hard disks, floppy disks, CD-RW)
and magnetic tape are exanmples of secondary storage.

Hierarchy of memorics
Intermmal Frocessor Memorles

These comsist of set of high-speed regsters that are internal to & processor and are used as
temporary storage locations to hold data during processing,
Frimary Memory or Main Memory
This memory i8 larpe as compared to inter processor memory but mot as fast. This
memory has direct ink with infernal processor memory.
Secondary Memory or Auxiliary Memory
This memory s mixh large in size compared to main memory but & slower. There & another kind of
memory used i modem computers. It is called cache memory. Though it & a part of main memory,

it 5 logically positioned between the internal memory, registers, and main memory, Figure 1.4 shows
the hicrarchy of memories.
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Figure 1.10
Unit of Memory
The variouws unis used to measure computer memory, are as follows:

Bit: Bit, Abbreviation for hinary digit, &8 basic unit of memory, It % smallest unit of infrmation, Bit
is represented by a lower case b.

Byte: A unit of 8 bits & known as a byte. Hence, a byte & abk fo contain any bmary mmmber between
00000000 and 11111111, It s represented by uppercase B.

Kilobyte: One KB B equal to 1024 bytes.

Megabyte: One MB i equal to 1024 KB,

Glpabyte: One GB & equal to 1024 MB.

Terabyte: Ope TB i equal to 1024 GB.

The arrows shows in the figure idicates data flow. In the computer the Buses i used for data flow.
Buses - Essentially wires that comnect CPU to memory and Input/Ouiput devices,

Data bus - Carries data between CPU, memory and I/0. Note thatdatais anything stored or
refrieved to or from memory or /O devices.

Address bus - Carries the address of the memory location or I/O device the CPU is accessing. In this
simple model, only the CPU can gencrate an address.

Control bms - Carries control signale such as read or write memory, an intermupt has oceurred, clock
signals, efc.
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Check your progress
Q1. Defie algorihm How we analyze an algarithm?
Q2. Draw basic diagram of computer system.
Q3. Define all the componenis of computer system.

1.3 Characteristics of Computers

Increasing popularity of computers has proved that it is a very powerfil and usefil tool The power
and usefilness of this popular tool are mainly due fo is fllowing characteristics:

1. Automatic- An automatic machine works by iselfl without hunan intervention Computers are
automatic machines because once started on a job, they camy out the job (normally without any
luman assistance) until & 5 finished. However, computers being machines carmot start themselves
and canmnot go out and find their own problems and solitions, We need to instruct a computer using
coded mstructions that specify exactly how i will do a particulr job. Some of the other
characteristics of computers (such as speed and accwracy) are because they are automatic and work
on a problem without any human itervention.

2, Speed- A computer & a very fast device, It can perform in a few seconds, the amount of work that
a luman being can do i an enfire year — if he/she worked day and night and did nothing eke. In
other words, a computer can do in a few mintes what would take a man his entire lifetime. Whilke
taliing about the speed of 2 computer we do not talk in terms of seconds or even milliseconds (10°)
but in terms of microseconds (10°%), nanoseconds (107), and even picoseconds (10°7'%). A powerfl
computer i capable of performing several bilion (10%), even triion (10'%), simpl arithmetic
operations per second.

3. Accuracy- In addition to being very fast, computers are very accurate. Accuracy of a computer
consistently high and the degree of is accuracy depends upon its design A computer performs every
cakulation with the same accuracy. Howewer, errors can ocowr in a computer. These errors are
mamnly due to buman rather than technological weakmesses. For example, emors may occur due to
imprecise thinking by a programmer (a person who writes instructions for a computer to sobe a
particular problem) or imcorrect mput data, We offen refer to computer errors caused due to incomect
put data or unrelmble programs as garbage-in-garbage-out (GIGO).

4. Diligence- Unlke lman beings, a computer B free from monotomy, tiredness, and lack of
concentration. It can contmwously work for hours without creating any error and without grumbling.
Hence, computers score over human beings in doing routine type of jobs that require great accuracy.
If ten million calulations have to be performed, a computer will perform the last one with exactly
the same accuracy and speed as the fist one.

5. Venatility- Versatility is one of the most wonderful things about a computer. One moment & 8
preparmg resuls of an examination, next moment i & busy preparing electricity bilk, and in
between, it may be helpmg an office secretary to trace an important ktter in seconds. All that s
required to change is taknt i to shp i a new program (a sequence of instructions for the computer)
into % In brief, a computer & capable of performing almost any task, if the task can be reduced to a
fimite series of logical steps.

6. Power of remembering- As a hmman being acquires new knowledge, hisher bramn
subconsciously selects what & feelk to be importani end worth retaining in nemory. The brain
relegates unimportant detals to back of mind or just forgeis them This & not the case wih
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computers. A computer can store and recall any amount of information because of its secondary
storage (a type of detachabl memory) capabilty. It can retam a picce of information as long as a
user desires and the wser can recall the information whenever required. Even afier several years, a
user can recall exactly the same information that he/she had stored in the computer several years ago.
A computer forgets or bses certain information only when a wser asks it to do so. Heree, it 8 entirely
up to the user to make a computer retain or forget some nfbrmation,

7. No L Q. - A computer & not a magical device. It possesses no infelligence of isown. Is L. Q.
zero, at least umtil today. It has to be told what to do and in what sequence. Hence, only a user
determines what tasks a computer will perform A conputer canmot take s own decision in this
regard.

8. No feelings- Computers are devoid of emwotions. They have no feelings and no instinets because
they are machines. Akhough men have succeeded m building a2 memory for computer, but no
computer possesses the equivalent of & humen heart and soul Based on our feelings, taste,
knowledge, and experence we ofien make certain judgements in our day-to-day Ife whereas,
computers cannot make such judgements on ther own They make judgements based on the
instructions given to them in the form of programs that are wriiten by us (luman beings).

Check your progress
Q1. Explain characteristics of conputer.

1.4 Summary

In this unit you learnt about basics of computers bke algorithims, types of algorithms, characteristic
of alporithm, computer and elemenis of computer system and characteristic of computer.

¢ An algorihm & a set of rukes for carrying out calculation either by hand or on a machine.

e Algorithmic & a branch of compuiter science that comsists of designing and analyzing
computer algorihms

» Each step of an algorithm mist be exact,

» Acomputeris aprogrammmble machine designed to performarthmetic and logical

operations automatically and sequentilly on the iput given by the user and gives
the desired output afier processing.

e Secondary storage provides lrge, non-volatle, and inexpensive storage for programs and
data,

1.5 Review Questions

Q1. Define the term Algorithm. What is the beneft of using an elgorithm?
Q2. Define the characteristic of an algorithm,

Q3. What & a computer? Define its clements and model with diagram
Q4. Write short note on Input output device.

Q3. Define the characteristic of a computer,

MBA 3.51/ 20



Problem Solving

Structure

2.0 Introduction

2.1 Information Represcniation

2.2 Probkm-solving Using Conputers.
2.3 Summary

2.4 Review Questions

2.0 Introduction

In this unit we focused on problem solving There are four main sections i this unit In the first
section ie. Sec. 2.1 you wil lmow about information represemfation This section telk how
nformation represent m the computer. In the Sec. 2.2 you will learn about problem solving using
computer. Everybody can benefi from having pood problkm solving skils as we all encounter
problems on a daily basis; some of these probkms are obviously more severe or compkx than others.
It would be wonderfil to have the abilty to solve all problens efficiently and in a timely fashion
without difficulty, mﬁmmtclyﬂnrchmommyinu&ﬁchanpmbbmcanbemhed.%wcm
say problkem solving conssts of using generic or ad hoc methods, in an orderly manner. ﬁ)rﬁ:ldmg
solions to problems, Some of the pmblem—suhmg techniques develboped and med in artificial
mteligence, computer science, engincering, mathematics, or medicine are related to mental problem-
solving techmiques studied I psychology. In Sec. 2.3 and 2.4 you wil find summary and review
questions respectively.

Objectives
After studying this unk you shoukl be abk to:
=  Describe representation of information.

= Express problem solving using computers.
= Define fiowcharts, pseudo codes ete.

2.1 Information Representation

Computer Programmers are problem solvers. In order to solve a problem on a computer you must:
1. Know how to represent the nformation (data) describing the preblem
2. Determine the steps to transform the mformation from one representation into another.

A computer, at heart, 8 dumb, It can only know about a few things... mumbers, characters, Bookans,
and lists (called amrays) of these #ems. Everything ebe mmst be “approximated” by combmations of
these data types.
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A pood programmer will "encode” all the "facts” necessary to represent a problem in variables (See
Variables). Further, there are "good ways" and "bad ways" to encode information Good ways alow
the computer to easily "compute” new information

2.2 Problem solving using computers

Algorithm

An algorithm &8 a set of specific steps to sohve a problem Think of it this way: if you were to tell
your 3 year old mece to play your fivorike song on the piano (assuming the niece has never played a
piano), you woukl have to tell her where the piano was, and how to sit on the bench, and how to open
the cover, and which keys to press, and which order to press them in, etc.

The core of what good programmers do is being able to define the steps necessary to accomplish a
goal Unfortumately, a conputer only kmows a very restricted and lmited set of possible steps. For
example a computer can add two mmrbers. But if you want to find the average of two mumbers, this
i beyond the basic capabilitics of a computer. To find the average, you must:

1. Fist Add the two mumbers and save this resuli in a variable

2. Then Divide this new munber the munber two, and save this result in a variable.

3. Fmaly: provide ths mmber to the rest of the program (or print it for the user).
Flowcharting

The second step in solving our problem involves the use of flowcharting, Flowcharting i a graphical

way of depicting a problem i ferms of #5 inputs, outputs, and processes. Though the shapes we will
use in our fowcharts will be expanded as we cover more topics, the basic elenents are as ollows:

~ Rounded Rectangle (start’end of a program)

/ / Paraliklogram (program input and output)

Rectangle (processing)
Figure 1.6

The flowchart should procesd directly from the chart you deweloped in step one, First, lay out
your starting node, as every one of your programs will have these.

_—

Figure 1.7

Next, begin adding yowr program clkements sequentially, in the order that your problem description
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indicated. Connect the elements of your flowchart by uni-directional arrows that indicate the flow of
YOUr program

According to our sample probkm, we nced to take in three items as input (kength, width, and height)
and after we have the user’s input, need to process it. In this case, we must muktiply the dimensions

together,

Get user mput
(length, width
height)

Moultiply length,
widtl, heighl

Figure 1.8
Now, since our processing & conmplete, we should display the output for the user.

| Start }
(Crat User Input
{length, width

height) .

Miultiplsr langth,
wridth_height

Figure 1.9

Pseundo code
The final step In analyzing our problem i8 to step from owr flowchart to pseudo code. Pseudo code

MBA 3.51/23



involves writing down all of the major steps you will use in the program as depicted in your
flowchart This 8 simiar to writing final statements n your programming langnage without neceding
to worry about program syntax, but retaining the flexibility of program design.

Like flowcharting, there arc mamy clemenis to psendo code design; only the most
rodimentary are described here.

Get wsed to get information from the user
Display wsed to disphy mformation for the user
Compute perform an arihmetic operation

+

" Standard arithmetic operators

/

O

Store Store a piece of infornmtion for Iater use

It is important to note that each time you compute a value that you will need later, it is necessary
to store it even if you will need it right away.

Here is the pseudo code for our example. It may be helpful to write out your psendo code next to
your flowchart

et User Input
{lensth, widt
height)

Get length, width, height
Compute volume
volume = length * width *
height Store volume
Display volume

Nultinly langth,
widih, height

Figure 1.10
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Check your progress

Q1. How mformation represent i computer?
Q2. Define flowchart and pseudo code.

2.3 Summary

In this unit you leamt about basics problem solving and you ako leamt about the use of problem
solving with the help of computer. The main elements of problem solving are algorithms, flowcharts,
peeudo code ete.

Computer Programmers are problkem solvers.
A pood programmer wil "encode” all the "facts” necessary to represent a problem in
variables.

An algorithin B a set of specific steps to solve a problem.
Fowcharting &5 a graphical way of depicting a problem in terms of its inpuis, cutputs, and

PrOCCSSes.

Pseudo code imvolves writing down all of the major steps you will use in the program as
depicted in your flowchart.

2.4 Review Questions

Q1. What do you mean by probkm solving technique?
Q2. How computer helps in problem solving?

Q3. What do you mean by an algorihm?

Q4. What 5 flowchart? Defme its elemenis with diagram
Q5. Define pscude code with exanple.
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UNIT-III

Data Representation

Structure

3.0 Infroduction

3.1 Representation of Characters i computers
3.2 Represeniation of Iniegers

3.3 Floating Point Number Representation

3.4 Summary
3.5 Review Questions

3.0 Introduction

In this unit we defioed data representation. There are five sections in this unit. In the first section ie.
Sec. 3.1 we focused on representation of characters in computers. In Sec. 3.2 you will learn about
representations of mumbers ic. iniegers. Computer uses a fived number of biis to represent a piece of
data, which could be a mmmber, 2 character, or others. Ann-bit storage location can represent up
to 2"a distinct entities. For example, 2 3-bk memory location can hokl one of these eight binary
patterns: 600, 001, 010, 011, 160, 101, 110, or 111. Hence, I can represent at most 8 distinet entities.
You could use them to represent mmbers O to 7, mmnbers 8881 to 8888, characters 'A’ to 'H', or up to
8 kinds of fruits lke apple, orange, banana; or up to 8 kinds of animak like hion, tiger, etc.

Integers, for example, can be represented in 8-bit, 16-bit, 32-bit or 64-bit. You, as the programiner,
choose an appropriate bit-length for your integers. Yowr choice will impose constraint on the range
of integers that can be represented. Besides the bit-lenpth, an integer can be represented n
VAriOus representation schemes, c.g, unsigned vs. signed integers. An 8-bit umsigned integer has a
range of ¢ to 255, while an 8-bit gigned infeger hag a range of -128 to 127 - both representing 256
distinct rumbers.

It s important to note that a computer memory bcation merely stores a binary patiern, It & entirely
up to you, as the programmer, to deckle on how these patterns are to be interpreted. For exanyple, the
8-bi binary pattern"0100 0001B"cen be imterpreted as an wmsigned integer 65, or an ASCII
character'A', or some secret information known only to you In other words, you have to first decide
bow tc represemt a picce of data in a binary pattern before the bipary patterns make sense. The
interpretation of binary pattern ® called data representation or encoding. Furthermore, it i important
that the data representation schemes are agreed-upon by all the parties, ie., industrial standards need
to be Brmulated and staightly BSollowed.

Once you decided on the data representation scheme, certain constrainis, in particular, the precsion
and range will be mposed.

Henee, 4 B8 important to understand dalfa representationto  wrie correct and  kigh-
performance programs, In Sec.3.3 we define representation of fiactions, In Sec. 3.4 and 3.5 you wil
find sumimary and review questions respectively.

Objectives
After studying this unit you should be able to:
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= Describe representation of characters,
= Define rcpresentation of mmbers.

" Express representation of ifegers, fractions.
3.1 Representation of Characters in computers

Even though many people used to think of computers as "mumber crunchers”, people figured out long
ago that it's just as important to hendle character data.

Character data isn't just alphabetic characters, but alko mmeric characters, punctuation, spaces, efc.
Most keys on the central part of the keyboard (except shiff, caps lbck) are characters.
As we've discussed with signed and umsigned ints, characters need fo represent. In particular, they

need to be represented in binary. Adfter sll computers store and memipulate 0's and 1's (and even
those 0's and 1's are just abstractions---the implementation i typically voltages).

Unsigned binary and two's complement are wsed to represent unsigned and signed int respectively,
because they have nice mathematical properties, in particular, you can add amd subtract as you'd
expect.

However, there aren't such propertics for character data, so assigning binary codes for characters i
somewhat arbitrary. The most common character representation & ASCII, which stands for American
Standard Code for Information Interchange.

There are two reasoms to use ASCIL First, we need some way to represent characters as binary
mmbers (or, equivalently, as bit string patterns). There's not much choice about this since computers
represent everything in binary.

If youve noticed a conmmmon theme, #'s that we need represemtation schemes for everything
However, most mmportantly, we need representations for mumbers and characters, Once you have that
{and perhaps poinders), you can buikl up everything you need.

The ofher reason we use ASCIH #® because of the lefter "S" m ASCII, which stands for "standand".
Standards are good because they albw for commoen formats that everyone can agree on

Unfortunately, there's ako the lketter "A", which stands for American ASCII 18 clearly biased for the
English language character set. Other langusges may have ther own chamcter set, even though
Englsh dommates most of the computing world (at least, programming and soffware),

Nice Properties
Even though character sets don't have mathematical properties, there are some mce aspects about

ASCIL In particular, the bwercase ktters are contiguous ("a' through "2 maps o 9710 through 12245)
The upper case letters are abko contipuous ('A' through 'Z' maps to 65 through 901¢). Finally, the

digiis are contiguous (0 through '9' maps to 48, through 5710).

Since they are contignous, it's wsually easy to determine whether a2 character & lowercase or
uppercase (by checking if the ASCII code lies in the range of bower or uppercase ASCII codes), or to
determine if it's a digit, or to convert a digi in ASCII to an it vale.

ASCII Code (Decimal)

Oml 16de 32sp 480 64@ 8OP 96" 1l2p
lsoh 17del 33! 491 65A B81Q 97a 113g
2stx 18dc2 34" 502 66B B82ZR 98b 114r
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3etx 19dc3 35# S13 67C 835 99c¢ 115s
4eot 20dc4 368 524 68D BAT 100d 116t
Seng 2lmk 37% 535 69E 8U 10le 117u
Gack 22syn 38& 546 7OF 86V 102f LISv
Thel 23etb 39' 557 71G 87TW 103g 119w
8bs 24can 40( 568 T72H 88X 104h 120x
9ht 25em 41) 579 731 89Y 105i 12ly
10nl 26sib 42% S58: 741 90Z 106] 122z
11vt 27esc 43+ 59; 75K 91[ 107k 123 {
120p 28K 44, 60< 7T6L 92\ 1081 124]
13cr 29gs 45- 6l= 7IM 93] 109m 125)
l4g0 30 46. 62> 78N 944 110n 126~
15si 3lus 47/ 63? 790 95_ 1llo 127del

The characters between 0 and 31 are generally not printable (control characters, etc.). 32 is the space
character,

Ao note that there are only 128 ASCII characters. This means only 7 biis are required to represent

an ASCII character. However, since the smallest gize representation on most computers B a byte, a
byte 8 used to store an ASCII character. The MSb of an ASCII character & 0.

Sometimes ASCII has been extended by using the MSb,
ASCII Code (Hex)

00ml 10dle 20sp 300 40@ S0P 60 70p
0lsoh 11del 21! 311 4lA 51Q 6la 7lg
R2stx 12dc2 22" 322 42B 52R 62b 72r
03etx 13de¢3 23# 333 43C 538 63¢ 7353
04cot 14dcd 248 344 44D 54T 64d 74t
O5eng 15mk 25% 355 45E 55U 65e 75u
06ack 16sym 26& 366 46F 56V 66f 76v
07bel 17eth 27" 377 47G 57TW 67g 7w
08bs 18can 28( 388 48H 58X 68h 78x
0Oht 19em 29) 399 491 59Y 69i 79y
Qanl lasub 2a* 3a: 4aJ 5aZ 6aj Taz
Obvt 1besc 2b+ 3b; 4bK 5b[ 6bk 7b{
Ocop lefs 2e, 3c< 4c¢cL  Sc\ 6ecl 7c
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Oder ldgs 2d- 3d= 4dM 5d] 6dm 74}
Oeso lems 2e. 3e> 4eN Se® 6Gen Te~
Ofsi 1fus 2f/ 37 40 5f_ 6fo Tfdel

The difitrence in the ASCII code between an uppercase letter and is comesponding bwercase kiter
is 2015.

This makes it easy to convert bower to uppercase (and back} m hex (or binary).
char as a one byte int

It tons out that C supports two chariypes:char{which i wsually comsidered "signed”)
and mmigned char, which is unsigned.

This may seem like a particularly odd feature. What does it mean to have a signed or unsigned char?

This 8 where it's wefil to think of a char as a one byte int. When you want to cast char to an int (of
any size), the rukes for sign-extension may apply. In particular, if the MSb of a charis 1, then casting
it to an int may cause this 1 to sign extend, which may be surprising if you're not expecting it

Of course, you may observe "but how would the MSb get the value 17", If you recall, char s one of
the data types that you can manipulte with biwise and bit-shift operators. This means you can set or
clear any bit of a char. In particular, you can set or clear the MSb of a char.

Another way you might get 1 for the MSb is casting an it down to a char. usually, this means

truncating off the upper bytes, leaving the least significant byte, Since an it can have any bit pattern,
there's a possibility that the lkeast significant byte has a 1 in bit position b.

You should think of acharas both an ASCII character as well as an 8 bit int. This dualty &
Importani because char s the only data type that s 1 byte. There are mo other daia types that are 1

byte,
Other Character Codes

While ASCII & still popularly used, another character representation that was used (especially at
IBM} was EBCDIC, which stands for Extended Binary Coded Decimal Interchange Code (ves, the
word “code" appears twice). This character set has mostly disappeared. EBCDIC does not store
characters contiguously, so this can create problems alphabetizing “words".

One problem with ASCII & that it's bised to the Englsh language. This generally creates some
problems. One common sohtion & for people i other countries to wrile programe n ASCIL

Other counirics have used different solutions, i particular, wsing 8 bils to represent their alphabets,
giving up to 256 letters, which is plenty for most slphabet based languages {recall you also need to
represent digils, punctuation, efc.).

However, Asian bnguages, which are word-based, rather than character-based, often have more
words than 8 bis can represent In particular, 8 bils can only represent 256 words, which s far
smaller than the mumber of words in nabural languages.

Thns, a new character set called Unicode i now becoming more prevaknt. This 8 a 16 bit code,
which allows for about 65,000 difftrent representations. This & enough to encode the popular Asian
languages (Chinese, Korean, Japanese, ¢tc.). It alko tums out that ASCII codes are preserved. What
does this mean? To convert ASCII to Unkode, take all one byte ASCII codes, and zro-exiend them
to 16 bits. That should be the Unicode version of the ASCII characters,

MBA 3.51/29



The biggest consequence of wsing Unicode from ASCII & that text files double in size. The second
comsequence i that endimnness begins to matter again With single bytes, there’s no need to worry
about endianmess. However, you have to consider that with two byte quantities.

While C and CH++ still primarily use ASCIL, Java has already used Unicode. Ths means that Java
must create a byte type, becanse charin Java i3 no longer a single byte, Instead, it's a 2 byte Unicode
representation.

ASCII files

Itz easy to fool vourself ito thinking that mumbers written in a file are actually the internal
representation.  For examplke, if you write 123 m a file using a text edior, is that really how the
integer 123 is stored?

The file does NOT storing 123. Instead, & stores the ASCII code for the character '1', '2', and '3'
(which & 31, 32, 32 in hex or 0011 0001, 0011 0010, 0011 G011 in binary).

ASCII files store bytes. Each byte 5 the ASCII code for some chamcter in the character set. You can
think of a text editor as a transhior. It transhies those binary mumbers mto symbok on the screen.
Thns, when it seesd114, that's the ASCII code for 'A', and this 'A' gets displayed.

Some people think that if they type 0's and 1's i a text editor, they are writing out bits info a binary
fle. This B not true. The fik conlaims the ASCII code for the character "0 and the character'l’.

There are hex editors which allow you te either type in binary or more conmnonly in hex. Those hex
pairs are translated to binary. This, when you write F3, the binary mmmber 1111 0011 is written to
the file (the space 8 placed there only to make the binary number easy to read).

3.2 Representation of Integers

Integers are whole numbers or fixed-point numbers with the radix poit fived afler the least-
significant bit. They are contrast to real numbers or floating-point numbers, where the position of the
radix point varies. It & important to take note that imegers and foating-point mumbers are freated
differently m computers. They have different representation and are precessed differently (e.g.,
floating-point mmbers are processed I a so-called floating-pomt processor). Fleating-point mmmbers
will be discussed later,

Compulers use g fixed number of bitsto represent an integer. The commonly-used bit-lengths for
integers are §-bit, 16-bil, 32-bit or 64-bit. Besides bit-lengths, there are two representation schemes
for integers:

1. Unsigned Integers: can represent 2ero and positive integers.

2, Signed Integers: can represent zero, posiive amd negative infegers. Three representation
schemes had been proposed for signed mtegers:

a. Sign-Magnitude representation
b. 1's Complement representation
¢. 2's Complenent represeniation

You, as the programmer, need to decide on the bi-lkength and representation scheme for your
integers, depending on your application’s requirerments. Suppose that you need a cownter for counling
a small quantity fiom O up to 200, you might choose the 8-bit unsigned integer scheme as there i no
negative mumbers ivolved.
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3.2.1 n-bit Unsigned Integers

Unsigned integers can represent zero and positive infegers, but not negative integers. The valie of an
msigned infeger B mterpreted as “the magnitude of its underlying binary patiern”.

Example 1: Suppose that»=8 and the binary pattern & 0100 0001B, the vale of this unsigned
mteger 8 1x2A0 + 1%226 =65D.

An n-bit pattern can represent 2°n distinct mtegers. An s-bit umsigned mteger can represent integers
from € to (2*n)-1, as tabulated below:

n Minimum Maximum

8 |0 (2°8)-1 (=255)

16 |0 (2716)-1 (=65,535)

32 |0 (2432)-1 (=4,294,967,295) (9+ digits)

64 |0 (264)-1 (=18,446,744,073,709,551,615} (19+ digits)

Table 1
Signed Intepers

Signed mtegers can represent zero, poskive integers, as well as negative integers. Three
representation schemes are available for signed integers:

1. Sign-Magnitude representation
2, 1's Complement representation
3. 2'sComplement representation

In all the above three schemes, the most-significant bit (msb) & called the sign bit. The sign bit 8
used fo represent the sign of the integer - with 0 for positive infegers and 1 for negative intepers. The
magnitude of the integer, however, is mterpreted differently m different schemes.

3.2.2 n-bit Sign Integers in Sign-Magnitude Representation
In sign-magnitude representation:
s The most-significant bit (msb) & the sign bif, with value of O representing pesitive inmieger
and 1 representing negative integer.
» The remaming n-1 bils represent the magninde (absolie value) of the mteger. The absolute
valne of the integer i imterpreted as "the magnitude of the (#-1)-bit binary pattern”.
Example 1: Supposc fthatnr—8and the bimary represemation &0 100 0001B.
Sign bit B 0 = posiive
Absolite value is 100 GO01B = 65D
Hence, the mteger = +65D

MBA 3.51/31




o
Values represented = Values represented
- a -
increase by 1 A increase by 1

+ + 4+ o

[y = =R e
+ + + BN R . MR R
® =N m N s e [ I - |
I | | ] | |
| | | ==l [
e @ & 0@ 2= =
@ ® @ el B I B = e
® DD RPRR OO - (S
®® @ P RER R el
®®® SR s i~ R e
®® D BERR OO0 - [
QO e D@ =R OO - ® = e
® = ® P T R e R )

Binary values increase by 1

Sign-Magnitude Representation

Figure 3.1
The drawbacks of sigh-magnitude representation are;

1. There are two representations (0000 GOOOB and 1000 0000B) for the mumber zero, which
coukl lead to mefficiency and confision,

2. Positive and negative integers need to be processed separately.
3.2,3 n-bit Sign Integers in 1's Complement Representation
In 1's compkment represeniation:
» Apain, the most sigpificant bit (msb) B the sign bit, wih valie of 0 representing positive
mitegers and 1 representing negative integers.
e The remmining »n-1 bils represents the magnitude of the integer, as Bllows:

o For posiive imicgers, the absolnte valuie of the mteger B8 equal to "the megmitude of
the (n-1)-bit binary pattern”,

o For negative integers, the absolie value of the integer & equal to "the magnitude of
the complement (inverse) of the (n-1)-bit binary pattem” (hence called 1's
complement).

Example 1: Suppose fhats=8and the bisary representaton0 100 0001B,
Sign bit B 0 = positive
Absolite valie i 100 0001B = 65D
Hence, the integer & +65D
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Flgure 3.2
Agamn, the drawbacks are:

1. There are two representations (0000 0000B and 1111 1111B) for zero.
2, The positive integers and negative inftegers need to be processed separately.

3.2.4 n-bit Sign Integers in 2's Complement Representation
In 2's complement representation:

o Agpin, the most significant bit (msb) B8 the sign bit, with vale of 0 representing pogitive
mtegers and 1 representing nepative integers.

¢ The remaining n-1 bits represents the magnitude of the integer, as Hllows:

o For posiive integers, the absolute value of the iteger 8 equal to "the mmgmitude of
the (#-1)-bit binary pattern”,

o For negative integers, the absolute value of the integer is equal to "the magnitude of
the complement of the (n-1)-bit binary pattemphus one" (hence called 2's
complement).

Example 1: Suppose that #~8 and the binary representation 0 100 0001B.
Sign bit & 0 = posiive
Absolsiz value i 100 0001B = 65D
Herce, the integer & +65D

Example 2: Supposc that #=8 and the binary representation 1 000 0001B.
Sign bit & 1 = negative
Absolife vale is the complement of 000 0001B phus 1,ie., 111 1110B + 1B = 127D
Hence, the mteger ® -127D
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3.2.5 Computers use 2's Complement Representation for Signed Integers

We have discussed threc representations for signed integers: signed-magnitude, 1's complement and
2's complement, Computers use 2's complement in representing signed integers., This is because;
1. There is only one representation for the mummber zero in 2's complement, instead of two
representations in gign-magnitude and 1's complement,

2. Positive and negative infegers can be treated together in addiion and subtraction. Subtraction
can be carried out using the "addition logic”.

Example 1: Addition of Two Pegitive Integers: Suppose that n=8, 65D + 5SD=70D
65D — 0100 0001B

5D — 0000 0101B(+

01000110B — 70D (OK)
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Sign-Magnitude
A 1111 1111 (-127)

1111 1118 (-126)
loee geal (-1) 1's complement 2's complement
10068 Bede (-8)
@111 1111 (+127) 0111 1111 (+127) @111 1111 (+127)
8111 1118 (+126) 9111 111@ (+1286) @111 1118 (+126)
0000 0081  (+1) 0000 Gee1  (+1) 0008 el  (+1)
a0a0 PEEE (+8) P00 PBREe {+8) goee ooen (+8)
- 1111 1111 (-0) 1111 1111 (-1)
'"_Cfeas'“ﬂ 1111 111@ (-1) 1111 1118 (=2)
blnar\,f wrap I S RS .
codes around | ..... N P e SR
1000 0001 (-126) 1000 8901 (-127)
ieee eeee (-127) 1060 paee (-128)

Flgnre 3.4
3.2.6 Decoding 2's Complement Numbers

1. Check the sign bit (denoted as S).

2. IfS=0, the muvber & positive and #s absolite vahe is the binary valwe of the remmining n-1
bits.

3. IfS~l, thc mmber & negative. You could "mwvert the »-1 bits and phs 1° to get the absolute
vabie of negative mumber, Allermatively, you could scan the remainings-1 bis from the right

{kast-significant bit). Look for the first occurrence of 1. Flip all the bits to the kft of that first
occurence of 1. The flipped pattern gives the absolte value. For example,

4. n=38§, bk pattem =1 100 0100B
5. 8§=1 — negative

6. Scamning from the right and flip all the bits to the lefi of the first occurrence of 1 = 011
1100B = 60D

7. Hence, the vake i -60D

3.3. Floating-Point Number Representation

A foating-point mumber (or real mumber) can represent a very large (1.23x10/88) or a very small
{1.23x10~-88) wvale. It could ako represent wvery large negative mumber (-1.23x10788) and very
small negative muvber (-1.23x10788), as well as zero, as fhustrated:

-1.23x19°%8 &, #1.23x19°5

_I'zfﬂ@s& (very closeto0) ' ¢ (very closeto Q) 1'2-1"1633
o o 3 b=
-1 8 +1
(=-1x10°) (=1x168)

Floating-point Numbers (Decimal)

Figure 3.5

MBA 3.51/ 35



A floating-point mumber is fypically expressed in the scientific notation, with a fraction (F), and
an exponent (B) of a certamradix (1), m the form of Fxr*E. Decimal mmobers use radix of 10
{Fx10"E); while binary mumbers use radix of 2 (Fx2°E).

Representation of floating poit mumber 8 pot unique. For example, the mmber 55.66 can be
represented  as 5.566x1071, 0.5566x1012, 0.05566x103, and so on The fractional part can
be normalized. In the normalized form, there i only a single non-zero digi before the mdix pomt.
For example, decioml mmber 1234567 can be normalized as 1.234507x10%2; binary
muvber 1010.1011B can be normalized as 1.011011Bx273.

It is important to note that floating-point mumbers suffer fromloss of precision when represented
with a fixed mmber of bis (e.g, 32-bit or 64-bit). This is because there arc infinite mmber of real
mmvbers (even within a small range of says 0.0 to 0.1). On the other hand, a n-bi binery pattern can
represent a finife 2n distinct mumbers. Hence, not all the real mmmbers can be represented. The
nearest approximation will be used stead, resulted in Joss of accumcy.

It s also important fto notc that floating mumber arthmetic 8 very much lkss efficient than integer
ariftmetic. It could be speed wp with a so-called dedicated floating-point co-processor. Hence, use
mtegers if your application does not require floating-point mumbers.

In computers, floating-point mmwbers are represented i scientific notation of fraction (F)
and exponent (E) with a radix of 2, i the form of FX2*E. BothE and F can be positive as well as
pegative. Modern computers adopt IEEE 754 standard for representing floating-point mmnbers. There
are two representation schemes: 32-bit single-precision and 64-bit double-preciion,

3.3.1 IEEE-754 32-bit Single-Precision Floating-Point Numbers

In 32-bit single-precision floating-point representation:

o  The most significant bit is the sign bit (S), with 1 for negative mmbers and 0 for posiive
mumbers.

s The following 8 bits represent exponent (E).
. The remaming 23 bis represents fraction (F).

31 36 23 22 &
S | Exponent (E) Fraction (F)
hE] 3 T 23

32-bit Single-Precision Floating-point Number

Figure 3.6
3.3.2 Normalized Form

Let's illustrate with an example, suppose that the 32-bit pattern is 1 1000 0001 011 0000 0000 000D

. $=1
. E = 1000 0001
. F =011 0000 0000 0000 0000 0000

MBA 3.51/ 36



In the normalized form, the actual fraction 5 normalzed with an implickt leading 1 in the form
of 1.F. In this example, the actual fraction i 1.011 00CC 0000 0000 0000 0000 = 1 + 1x2A-2 + 1x2A-
3=1.375D.

The sign bit represenis the sign of the mmiber, with S=0 for positive and S=1 for negative murber. In
this example with S=1, this is a negative mmber, ie., -1.375D,

In normalied form, the actual exponent 8 E-127 (so-called excess-127 or bias-127). This i because
we need to represent both positive and nepative exponent. With an 8-bit E, ranging from 0 to 255, the
excess-127 scheme could provide actual exponent of -127 to 128. In this exanple, E-127=129-
127=2D,

Hence, the momber representsd B -1.375x242=-5.5D.

3.3.3 De-Normalized Form

Nomalized form has a serivus problem, with an implicit kading 1 for the fraction, it cammot
represent the mumber zero! Convince yourself on this!

De-permalized form was devised {o represent zero amd other mumbers.

For E=0, the mmbers arc in the de-normalzed form An implicit leading 0 (instead of 1} i used for
the fraction; and the actual exponent & always -126. Hence, the mmnber zero can be represented
with E=0and F=0 (because 0.0%2%-126=0).

We can ako represent wvery snmll posiive and negative nambers in de-normalized form with E=0.
For example, if S=1, E=0, and F=011 0000 0000 0000 0000 0000. The actual fraction i80.011=1x2"-
2+1x24-3=0.375D. Since $=1, i s a negative mumber. With =0, the actual exponent & -126. Hence
the mumber & -0.375%27-126 = -4,4x10"-39, which &8 an extremely small negative mmmber (close to
ZET0).

Check your progress
Q1. How inicger mmber represent in computer?
Q2. How character represent in computer?

Q3. How ftactional mmmber represent in computer?

3.4 Summary

In this & you leamt representation of data i computer, representation of itegers in computer,
representation  of fractions.

o Computer uses g fixed number of bits to represent a piece of data, which could be a mmber, a
character, or others,

» The mterpretation of binary patiern B called dafa representation or encoding.

e Character data it just alphabetic characters, but ako mumeric characters, punctuation,
spaces, eic.

o Wewse ASCILis because of the letter "S" in ASCII, which stands for “standard”.

» Iniegers are whole mumbers or fixed-point numbers with the radix point fired afler the least-
gignificant bit.
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3.5 Review Questions

Q1. What i data representation? Explain with example.

Q2. How an integer store in conputers memory? Justify your answer.

Q3. Define the working of fractional representation of mmbers in computer,
Q4. Define 1’z compliment with example.

Q5. Define 2’s complement with exanple.
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UNIT-IV
Hexadecimal Representation

Structure

4.0 Introduction

4.1 Hexadecimal Representation of Numbers
4.2 Decimal to Binary Conversion

4.3 Error-detecting codes

4.4 Summary

4.5 Review Questions

4.0 Introduction

In this unit we define representation of hexadecimal Numbering System In this unit there are five
sections. In the first section ie. Sec. 4.1 we exphined hexadecimal representation of mumbers. As
you akcady lmow the one main disadvantage of binary munbers i8 that the binary string equivalent of
a brge decimal base-10 mumber can be quite long. When working with large digital systems, such as
computers, it & commeon to find binary mambers consisting of 8, 16 and even 32 digils which makes
it difficuk to both read and write without producing errors especially when working with lots of 16 or
32-bit binary mmnbers. One common way of overcoming the probkm is to amange the binary
mmbers imto groups or sets of four bits (4-bits). These groups of 4-bis uses another type of
murbering system ako commonly used in computer and digital systers called Hexadecimal
Numbers. The “Hexadecimal” or simply *Hex” murberimng system uscs the Base of 16 system and
are a popular choice for representing lomg binary values becauvse their frnwt & quite compact and
much easier to understand compared to the long binary strings of 1°s and 0’s. Being a Base-16
system, the hexadecimal mumbering systemn therefore wses 16 (sixteen) different digits with a
combination of mumbers from @ through to 15, In other words, there are 16 possible digt symbok,
Howewer, there is a potential problem with using this method of digit notation caused by the fact that
the decinml maverak of 10, 11, 12, 13, 14 and 15 are normally written using two adjacent symbols.
For example, if we wrie 10 in hexadecimal do we mean the decimal mmnber ten, or the bary
mmber of two (1 + 0). To get around this tricky problem hexadecims]l mmnbers that identify the
valies of ten, eleven, ..., fiffteen are replaced with capital letters of A, B, C, D, E and F respectively.

Then in the Hexadecimal Numbering System we use the munbers from O to 9 and the capial letters
A to F to represent its Binary or Decimal mumber equivalent, starting with the least significant digit
at the right hand side.

As we have just said, binary sirings can be quite long and difficult to read, but we can make hie
casier by splitting these rge binary mmbers up into even groups to make them much easier to write
down and understand. For example, the Hllowing group of binary digits 1101 0101 1100 11112 are
much easier to read and understand than 11010101110011112 when they are all bunched up

together.

In the everyday use of the decimal mmbering system we use groups of three digis or 000°s from the
right hand side to make a very large number such ag a million or trillion, easier for us to understand
and the same is also true in digital systems.

Hexadecimal Numbers i 4 more compkx system than using just bmary or decimal and i mainly
used when dealng with computers and memory address locations. By dividing a binary mmber up
into groups of 4 bits, each group or set of 4 digis can now have a possible valie of between “0000”
{0) and *“1111” { 8+4+2+1 = 15 } giving a total of 16 different mumber combinations from 0 to 15.
Don’t forget that “0” is ako a valid digi In Sec. 4.2 you will know decimal to binary conversion, in
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Sec. 4.3 you will learn about emor detection codes. In Sec. 4.4 and 4.5 you will find summary and
revicw questions respectively.
Objectives
After studying this unk you shoukd be abke to:
= Describe hexadecimal representation of mimbers,

= Define conversion between mumbers.
=  Express error detection codes.

4.1 Hexadecimal Representation of Numbers

Hexadecimal i§ a base-16 mumber systemn It & a different method of represeniing mumbers than
thebase-10 system we use m every day practice. In base-10, we count in mulkiples of 10 before
adding another digit. For example, "8 - 9 - 10- 11 - 12..." and "98 - 99 - 100 - 101 - 102" Notice how
a new digt is added when the mumber 10 & reached, and another digit & added to represent 100
{10x10). In base-16, or the hexadecimal muober system, each digik can have sixteen valies instead of
ten. The values of a hexadecimml digit can be:

0: 1:2:3141516171 SlglAiB!C!DIE’F

Therefore, the mmmber 12 (o the commonbase-10 format) would be representedas "C" m
bexadecimal notation. The mmwber 24 woulkd be 18 (16+8). 100 & 64 in hexadecimal (16x6 + 4) and
1000 is 3E8 (256x3 + 16x14 + 8),

While computers process mmbers using the base-2 or binarysystem, & & ofien more efficient to
visually rcpresent the mmmbers n hexadecimal format, this 8 because it only takes onc hexadecimal
digi to represent four binary digis. Since there are cight biary digis in abyle, only two
hexadecimal digits are needed to represent one byte.
Hexadecimal Representation of Selected Numbers

Value float double long double

+Ho 00000000 G000000000000000 00000000000000000000000000000000
-0 80000000 30000CC000000000 80000000000000000000000000000000
+1.0 3F800000 3FF0000000000000 3FFFO0000000000000000000000000000
-1.0 BFR0CC00 BFF0000000000000 BFFFOQQCCCCC0000000CC000000000000C
+2.0 40000000 4000000000000000 40000000000000000000000000000000
+3.0 40400000 4008000C00000000 40080000000000000000000000000000

+Infinity TFEO0000 TEF0000000000000 TEEF00000000000000000000000000000
-Infinity FF800000 FFF0000000000000 FFFF00000000000000000000000000000

NaN TFBFFFFF TFF7FFFFFFFFFFFF | 7FFF7FFFFFFFFFFFFFFFFFFFFFFFFFFF

Table -1 Hexadecimal Representation of Selected Numbers (SPARC)
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Value float double long double

+H0 00000000 0000000000000000 00000000000000000000
-0 30000000 0000000080000000 80000000000000000000
+1.0 3F800000 OO0000003FF00000 3FFF8000000000000000
-1.0 BF300000 00000000BFFG0000 BFFF8000000000000000
+2.0 40000000 0000000040000000 40008000000000000000
+3.0 40400000 0000000040080000 4000C000000000000000
+Infinity TF&00000 000000007FF00000 TEEF&000000000000000
-Infinity FF800000 O0000000FFF00000 FFFF8000000000000000
NaN TFBFFFFF FFFFFFFFTFFTFFFF TFFFBFFFFFFFFFFFEFFF

Table-2 Hexadecimal Representation of Selected Numbers (x86)

Hexadecimal to Binary conversion
Replace each digit by a set of fowr binary digis and group these together.
Exanmple1.12 Convert (765.3);5 into binary
Sol
7 6 5 8
=0111 0110 0101 .0 011
=011101100101.0011
Thus the binary equivalent of 756.3 8 011101100101.0011
Converfing between octal and hexadecimal
The method mvolves following steps:
1. Convert each octal to 3-bit binary form
2. Combine all the 3-bit binary muvbers
3. Scgregate the binary mmobers mto 4- bit binary form by starting the first mumber from right
bit(LSB) towards the number on the kefi bi(MSB)
4. Finally, convert these 4-bit blocks indo their respective hexadecimal symbols.
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Example 1.13 Determine the hexadecimal equivalent of {2327)s

Octal Number 2 3 2 7

Binary Vale 010 011 |o10 fi11

Combine all the 0100 1101 0111
3-bit binary
vahies

Separating the 0100 1161 o111
groupe of binary
mmnbers into the
4-bit binary
number

Hexadecimal g D 7
Equivalent

Table-2
This hexadecimal equivalent of (2327)g is (4D7hs
Example 1.14 Determine octal equivalent of (2B6)16

Hexadecimal 2 B [
Number

Binary Valope 0010 1011 0110

Combine all the 0010 1011 0110
4-bit  binary
values

Separatmg the | 001 010 110 110
EToups of
binary maonbers
into the 4-bit
binary number

Octal | 7] E &
Equivalent

Table-3
Thus, octal equivalent of (2B6)14 is (1266)g
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4.2 DECIMAL to BINARY Conversion

When converting from decimal to bimary the mathematical way i simplest. Start with the
decimal mmber you want to convert and start dividing that mmmber by two, keeping track of the
remainder after each complete division, Every time you divide by two, you will divide evenly (0) or
get a remamder of one (1). Follbowing the pattern to the end, you wil get a binary mumber. Write the
remainders in the order they were generated fiom right to keft and the resull B the equivalent binary
vakie.

Example: Convert decimal 44 to binary,
DIVIDE

44 /2 = 22 remainder =0

22/2=11 remainder =0

11/2= 5 remainder =1

5/2= 2 reminder =1

2/2= 1 rerminder =10

1/2= 0 remainder =1

REYERSE THE ORDER OF REMAINDERS

The bits, in the arder they were generated i8 001101 Reversing the order of bits we get 101100
Properly padded with kading zeroes to fill out one byte, we get 01011000

4.3 Error Detection Codes
= Transmitted binary information & subject to noise that could change bits 1 fo 0 and vice versa
= An error detection code is a binary code that detects digital errors during transmission.
= The detected errors cannot be comected, but can prompt the data to be retransmitted,
= The most common error detection code used 15 the parity bit.

= A parity bit 8 an extra bit ixhxled with a binary message to make the total murber of 1’s
either odd or even

TABLE === Parity Bit Generation

Message
xyz P(odd) P(even)
000 1 0
001 0 1
010 0 1
011 1 0
100 0 1
101 1 0
110 1 0
111 0 1
Table-4

The P (odd) bit 8 chosen to make the sum of 1’3 in all four bils odd
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The even-parity scheme has the disadvantage of having a bit combination of all 0’s
Procedure during transmission:
» At the sending end, the message & applied to a parity generator
¢ The message, inchiding the parity bit, is transmitted
e At the receiving end, all the incoming biis are applied to a parity checker
» Any odd mmber of errors are detected
Parity gencrators and checkers are constructed with XOR gates (odd fimction).
An odd finction generates 1 iff an odd mmber if inpit variables are 1

Figure === Error detection with odd paricy bir.

Source Destination
A X

Error
indication

Parity generator Parity checker

Figure 4-1
Check your progress

Q1. Convert (673.5)16 into binary
Q2. Determine octal equivalent of (LAS)16
Q3. Convert decimal 64 to binary.

4.4 Summary

In this uwnk you kamt about deteil knowledge of hexadecimal daia represemtation m computer
memory. You also leamt about the decinml fo binary conversion and error detection codes.

Hexadecimal 15 & base-16 mumber system

In base-10, we count in multiples of 10 before adding another digit.

Hexadecimal mmober system, each digit can have sixicen values instead of ten

An error detection code is a binary code that detects digital errors during transmission.
Parity gencrators and checkers are constructed with XOR gates (odd fimction)
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4.5 Review Questions

Ql. Define hexadecimal mmber system in deteil

Q2. Exphin hexadecimal representation of mmnbers in computers memory.
Q3. How a decimal-to-binary comversion takes plce? Justify your answer,
Q4. Wrie a short note on 1’s and 2°s complement.

Q5. What 5 error detection code? How computer detect the error and correct the code? Elaborate
YOUl answer.
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Block - 2 ;: Peripheral Devices and Memory

This 18 the second block of this course on peripheral devices and memory. Peripheral devices plays a
very omporfant rok I computer. We can input wih a mmmber of peripheral devices m to the
computer and we can get output with the help of these peripheral devices. In the same mamner
memory also play a huge rok in computer. This block has detailed informmtion about the petipheral
devices and memory as well and having four following units.

In the first unik we focused on input & output devices, There are number of input and output devices.
With the help of these devices we can input the data and we alkso can get output. These input devices
arc Keyboard, Pointing Devices, Speech Recogniion, Digital Camera, Scanners, and Other Imput
Methods Optical Scammers. Similrly the output devices are monitor, printer, plotters etc. We ako
focused on the description of computer mput & output unifs.

In the second unit we discussed about the computer memory, As we all know the memory & very
importart part if the computer, This wnit has the detailed description of the memory, In this unit we
described about Memory Celk, Memory Cell Address, Memory Organization, Register Memory,
Main Memery (RAM), Dk Memory, SRAM, DRAM, SDRAM, DDR SDRAM, ROM, PROM,
EPROM, EEPROM, Flash, Mamn Memery Organization, Byte Addressing, Byte Ordering, Memory
Modules, Memory Chips, and Interkeaved Memory. We abo described about the Read-only memory
and its types Hke PROM - Programmable Read Only Menwry, EPROM - Frasabk Progranmmmble
Read Only Memwory, EEPROM - Electrically Erasabk Programmable Read Only Memory, and Flash
EEPROM memory,

In the third umit we told about the RAM. We also told about the where the RAM resiles in computer
and bow we can add the RAM in computer. We also define the types of RAM. This wmit ako
contains physical devices and i3 use fo construct memorics. We also discussed about the magnetic
hard disk.

In the fourth 1mit we highlight the concept of floppy disk drives, Parts of the Floppy Disk, Protective
Components, Housing, Shutter and spring, Recording Components, Magnetic Disk. We ako define
the working of floppy disk, CD-ROM compact disc read only memory, CD-ROM sectors & modes,
capacity of a CD-ROM, megretic tape drives, classification and application of tape drives, compact
disk read only nmemory and magpetic tape drives.

As you study the material you will come across abbreviations m the text, e.g Sec. 1.1, Eq.(1 .]) ete.
The abbreviation Sec. stands for section ard Eq. for equation Figure, a. b refers to the bth figure of
Unit a, ie. Figre. 1.1 & the first figre n Unit 1. Simibrly, Sec. 1.1 & the first section m Unit 1 and
Eq.($.8) i the eighth equation in Unit 4. Similarly Table x v refers to the yth table of Unit x, ie.
Table. 1.1 is the first table in Unit 1.

In your study you will also find that the units are not of equal-length and your study time for each
i will vary.

We hope you enjoy studying the material and wish you success.
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Input & Output Devices

Structure
1.0 Introduction
1.1 Input & Output Devices

1.2 Description of Computer Inpait Units
1.3 Computer Output Units

1.4 Summmary
1.5 Review Questions

1.0 Introduction

This i8 the first unk of this block. In this unit we introduce the concept of Input and OQuiput devices.
In this unt there are five sections. In Sec. 1.1 you will leam about mput output devices. As you have
studied earlier Input output devices abko known as peripheral computer peribheral used to enter
information and instructions info a computer for storage or processing and to deliver the processed
data to 3 lnman operator or, m some cases, 8 machine controlled by the commputer. Such devices
make up the peripheral equinment of modern digital computer systems. Peripherals are conmonly
divided mio three kinds: nput devices, outpit devices, and storage devices (which partake of the
characteristics of the first twe). An Dput device converts incoming data and instructions inio a
pattern of electrical sienak i binary code that are comprehensible to a digial computer. An output
device reverses the process, tramslating the dipitized sienak mto a form itellipble to the wser. At
one time punched-card and paper-tape readers were extemsively used for inputting, but these have
now been supplamied by mwore efficient devices. In Sec. 1.2 you will know sbout description of
conputer mput umt. In Sec. 1.3 some other mput devices has been miroduced. In Sec. 14 we
focused on computer output devices, In Sec. 1.5 and 1.6 you wil fixl summary and review
questions respectively.

Objectives
After studying this un& you should be able to:

1. Define mput, output devices.
2. Express description ofinput and oufput devices.

1.1 Input & Output Devices:

A computer accepts (input) information and manipulates (processes) i to get desired resuk (output)
on a sequence of mstructions. In the previous lesson, we discussed that a computer system
essentially consists of three components: input devices, central processing unit, and output devices.
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Figure 1-1

Imput devices arc used to provide data to the central processing uni for processing. The amm of this
lesson i to familiarize you with the various types of input devices along with their advantages,
disadvantages, and apphcations. An output device B amy peripheral device that converts machine-
readable infbrmation ite people-readable form such as a monitor, printer, plotter and voikce output
device.

Introduction

Input devices are used to provide data to the central processing unit for processing, After processing,
the input data s converted into meanngfil nformation and this output i8 presented to the wser with
the help of oulput devices. In computer terminclogy devices can be refereed as a it of hardware,
which 1 capable of providing input to the computer or receiving output or both. An input device
captires formation and translates o form understandabk by computer and output devices
tranglate infbrmation into form understandable by hmman-being 23 shown i fig 1-2, Input devices let
the user talk to the computer. Output devices kt the computer commumicate to the user. The common
input devices are keyboards and mouse. The output devices are monifors and printers

Input Device Output Device
Data coded 1 CPUI Data coded m
computer hmman
Understandable Understandable
form form
{5
Figure1-2
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1.2 Description of Computer Input Units
Input devices can be broadly clssified mio the following categories:

s Keyboard

s Pointing Devices

s  Speech Recognition

¢« Digital Camera

s Scamers

*  Other Input Methods (Optical Scanners )

Keyboard

Keyboard is designed to resemble a regular typewnriter with a few additional keys, A keyboard & the
most common data eniry device. Using a keyboard, the user can type text and exscule commends.
Date B entered info computer by simply pressing various keys. The hyout of a keyboard come in
vatious styles such as QWERTY, DVORAK, AZERTY but the most common hyout & the
QWERTY. It & named so because the first six keys on the top row of leters are QW E R 7, and ¥
The mumber of keys on a typical keyboard varies from 32 keys to 108 keys. Portabke computers such
as hbptops quite often have custom keyboards that have slightly different key amangemenis than a
standard keyboard. In addiion, many systen mamifacturers add special buttons to the standard
lyout. Kevboard is the easiest input device, as i does not require any special skill, it & supplied with
a computer so no additional cost & incumed. The maintenance and operation cest of keyboard is akoe
less. Howewver, using a keyboard for data entry may be a sow process.

Figure 1-3

The hyout of the keyboard can be divided into the llowing five sections: Typing Keys: These keys
inchide the ketter keys (1, 2, A, B, etc.), which are genemally hid out in the same style that was
conmwon for typewriters.
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Nuneric Keypad: Numeric keys are located on the right hand side of the keyboard. Generally, &
consists of a set of 17 keys that are hid out in the same configuration used by most adding machines
and calculators.

Function Keys: The finctions keys (FI, F2, F3, eic.) are arranged in a row along the top of the
keyboard and could be assigned specific commands by the current application or the operating
VEtem

Control Keys: These keys provide cursor and screen conirol It inclndes four directional arrows {(«—
1 — |). These keys allow the user to move the cursor on fhe display area one space at a time in either
an up, down, left or right direction. Control keys ako mclude Home, End, Insert, Delete, Page Up,
Page Down, Control (Ctr]), Alternate (A It), and Escape (Esc).

Special Purpose Keys: Apart from the above-mentioned keys, a keyboard contaings some special
purpose keys such as Enter, Shift, Caps Lock, Num Lock, Spacebar, Tab, and Print Screen.

Working of a Keyboard

A keyboard 15 a series of switches comnected to a smmll keyboard microprocessor. When the user
presses a key, & causes a change n the amount of current flowing through the circuit associated
specifically with that key. The keyboard microprocessor detects this change i curent flow. By
doing this, the processor can fell when a key has been pressed and when it & being released. The
processor generates the associative code, known as scan code, of the key and serxxls it to the
operating system. A copy of this code B also stored in the keyboard's memory.

Pointing Devices

In some applcations, keyboard ¥ not comvenient. For example, if the user wants to select an item
fiom a list, the user can identify that fems positon by selecting & through the keyboard. Howewer,
fhis action could be performed quickly by poimting at correct position. A poinfing device 1§ used to
communicate with the computer by pointing to location on the screen. Some of the commonly used
pointing devices are mouse, trackball, joystick, Light pen, and touch panel.

Mouse

Mowse # a small hand-hell pointmg device, which is rectanpular-shaped with a rubber bal
cmbedded at its lower side and buttons on the top. Usually a mouse contains two or three buttons,
which can be used to input commands or information. Figure 3.3 shows a mouse with three buttons.

Figure 14

The mmme may be clssified as a mechamical mouse or an gpfical mouse, based on technology it
TSEes.
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A mechanical mouse uwses a rubber ball at the bottom swrface, which rotates as the mouse 8 moved
along a flat surfice, to move the cursor. Mechanical mouse & the most common and least expensive
pointing device. Microsofi, IBM, and Logitech are some wellknown makers of the mechanical
mouse,

An optical mouse 1ses a light beam instead of a rofating ball to detect movement across a specially

patterned mouse pad. As the user rols the mowe on a flat swhce, the cursor on the screen abko
moves in the direction of the mowse's movement.

An optical mouse has the following benefiis over the mechanical mouse:
* Nomoving part means kess wear and a lower chance of faihre.
¢ Dirt cannot get iside the mouse and hence no mterference with the tracking sensors.
¢ They do not require a special surface such as a mouse pad.

The cursor of the mouse can be fext cursor graphic cursor. The text cursor (I) i used for text while
the graphic cursor { *~.) & used for pointing and drawing.

A mouse allows us to create graphic clements on the screen, such as lines, curves, and frechand
shapes. Sioce i 18 an hibive device, it  much easier and comvenient to work as compared to the
keyboard. Like keyboard, usually it 8 ako supphed with a computer; therefore, no additional cost &
incurred. The mouse cannot easily be wsed with laptop, notebook or paknfop computers. These need
a track ball or a touch semsitive pad called a touch pad

Working of a monse

A mechanical mouse has a rubber ball in the bottom. When the user moves the mouse, the ball rolls
along the surface of the mowse pad, and the mouse keeps track of how far the ball rolls. This allows i
to tell how far it has mowved. Inside the bottom of the mouse are three rollers. These rollers are
mounted at a 90° angle to the one other, one roller measures how fist the ball is tning horzontally,
and the other measures how fast & i tuming vertically, When the ball rolls, it tums these two rollers,
The rollers are comected to axkes, and the axkes ate comected to a small sensor that measwes how
fast the axk & tuning. Both sets of mformation are passed to the electronics mside the mouse. This
little processor, usually consisting of litle more than a single chipy, uses the information to determine
bow fast the mouse itself i Processor Chip moving, and in what direction, This information i passed
to the computer via mowse cord, where the operating system then mowves the pointer accordingly.

The optical mouse uses an infrared light and special mouse pads with fine grid lines to measure the
rotation of the axle. The axle in optical mowse & comected to a hitle photo-interrupter wheel with a
murber of timy holes in & In front of this wheel B a light and on the other side of the wheel is a light
meter. As the wheel tums, the light flashes through the holes in the wheel By measuring how often
these flashes occur, the light semsor can measure how fast the wheel is turning and sends the
corresponding coordinates to the computer. The computer mowves the cursor on the screen based on
the coordinates received from the mouse, This happens lmdreds of times each second, making the
cutsor appear fo move very smoothly.
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Trackball

Trackball is another pointing device that resembles a ball nestled in a square cradle and serves as an
alternative to a mouse. In general a trackball i as if @ mouse B turned upside down It has a ball,
which can be rotated by fingers in any direction, the cursor mpves accordingly. The size of the ball
of the trackball varies from as large as a coe ball to as small as a marble. Since, X is a static device

50 rather than rolling the mouse on the top of the table, the ball on the top B moved by using fingers,
thumbs, and palms.

This pointing device comes n various shapes and forms but with the same finctionality, The three
shapes, which are comnmonly used, are a ball, a button, and a square.

Figure 1-5
Joystick

Joystck 5 a device that moves i all directions and confrok the movement of the cursor. The
joystick offers three types of control digital glide, and direct.

Digital control allows movement in a limited mumber of directions such as up, down, left, and right,

Glide and direct control allow movements in all directions (360 degrees). Direct control joysticks
have the added ability to respond to the distance and speed which user moves the stick,

A joystick 8 geperully wsed to control the velocity of the screen cursor movement rather than is
absohtte posiion Joysticks are mamly used for computer games, for other applications, which
incndes fiight smmilators, fraining sinmilators, CAD/CAM systemns, and for confroling industrial
robots.
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Figure 1-6

Light Pen

It is the pen lke device, which & comnected to the machine by a cable. A light pen (sometimes called
a mous¢ pen) 8 a hand-hekl electro-optical peinting device which when touched to or amed closely
at a comnected computer monitor, will allow the computer fo determine where on that screen the pen
I aimed. It actually does not emit light; its light sensitive-diode would sense the light coming from
the screen. The light conmng from the screen causes the photocell to respond by generating a pulse.
This clectric response i transmitted to the processor that identifies the position to which the light pen
8 pomnting. With the movement of light pen over the screen, the lines or images are drawm,
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Figure 1-7

It facilitates drawing images and sekcts objects on the display screen by directly pointing the objects
with the pen.

Digital Camera
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Digital camera stores images digitally rather than recording them on a fiim Onee a picture has been
taken, it can be downlbaded to a computer system and then manipulated with an image editing
software and printed. The big advantage of digital cameras i that making photos & both inexpemsive
and fast because there & no fikn processing.

Figure 1-8

All digital cameras record images n an electronic form that B, the imapge s represented n
computer's language, the bnguage of bis and bytes. Essentially, a digital image & just a long strmg
of 1's and O's that represent all the timy colored dofs or pixels that collectively make up the image.
Just ke a conventional camera, it has a series of lenses that focus light to create an image of a scene.

Basi difference between digital camera and film-based cameras & that the digital camera does not
have a film; i has a sensor that converts light ito electrical charges.

Scanners

There are a mmobher of sinations when some mformation (picture or text) is aveilable cn paper and B
needed on the computer disk for further manipulbtion. The simplest way would be to take a
photograph of the image direcly from the source and comvert it into a form that can be saved on the
disk. A scanmer scans an image anx fransforms the mage to ASCII codes (the code used by a
computer to represert the characters you fid on your keyboard - letters of the alphabet, mumbers,
punctuation marks, efc.) and graphics, These can be edited, mampulated, combined, and then printed.

Scanners use a light beam to scan the mput data. If the data to be scarmed is an image, it can be
changed by using the special image editing sofiware. If the image is a page of text then the special
optical character recognition soflware must be wsed to comvert the images of letters in text and this
can be edited by using & word processor.

The two most common types of scanners are hand-held scanner and flat-bed scamner,
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Hand-Held Scanner

(n) Hand-held scanner (b) Flat-Bed scammer
Figure 1-9

A hand-held scanmer conssts of light emiting diodes, which are plced ower the material to be
scanned. This scammer performs the scamming of the document very sowly from the top to the
bottom, with s light on, In this process, all the documents are converted and then stored as an
mage. While working, the scammer & dragged very steadily and carefully over the document and it
shoulkd move at a constant speed without stopping, or jerking in order to obtain best results, Due to
this reason, hand-hell scammers are widely used where high accuracy is not of much importance. The
size of the hand-held scanners & small shown i fig 1-9 (2). They come in various resolutions, up to
about 800 dpi {(dots per inch) and are avaiable i eifher grey scake or color.

HFiat-Bed Scanmer

Fhlat-bed scammers look similar to a photocopier machine, It consists of a box containing a ghss plate
on is top and a kd that covers the plhss phte. This glass phte i primarly used for placing the
document to be scanned. The light beam & placed below the glass plate and when t & activated, i
moves from kft to right horbontally, Afier scanming one lne, the beam of light moves n order to
scan the next hne and flws, the procedure & repeated until all the bnes are scanmed. For scamning, an
A4 stze document takes about 20 seconds. These scanners are capable of scanning black and white as
well as color images. The flat-bed scanners are larger i size and more expensive than the hand-held
scanners shown in fig. 1-9 (b).

However, they usually produce better quality images because they employ better scanning
technology.

Optical Scanners

There are four types of optical recognition: opfical character recognition (OCR), optical mark
recognition (OMR), magnetic ink character recognition (MICR), and bar code reader.

Optical Character Recognition (OCR)

Optical Character Recognition (OCR) B & process of scanning prinied pages as images on a flatbed
scanner and then usmg OCR software to recognize the ketters as ASCII fext The OCR sofiware has
tools for both acquiring the image from a scanner and recognizing the text, In the OCR system, a
book or a magazine articke s fod directly into an electronic computer file, and then this file i edied
by using a word processor. Advanced OCR systens can read text in a large variety of fonis, but they
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gtill have difficulty with handwritten text. OCR works best with originak or very clear copies and
meno-spaced fonis like Courier.

Optical Mark Recognition (OMR)

Optical Mark Recogntion (OMR) & the process of detecting the presence of imfended marked
responses. A mark registers significantly less light than the surrounding paper. Optical mark reading
i8 done by a special device known as optical mark reader. The OMR technology cnabks a high
speed reading of lrge quantities of data and fransferring this data to computer without using a
kevboard. The OMR reader scans the form detects the presence of marks, and passes this
mformation to the computer for processing by appbcation software. Generally, ths techoology i
used to read answer sheets (objective type tests). In this method, specml printed forme/documents are
printed with boxes, which can be marked with dark pencil or ink, These forms are then passed under
a light source and the presence of datk ik & transformed into eleciric pulses, which are transmitted
to the computer.

Figure 1-11

Optical mark recognition & ako used for standardeed testing as well as cowse enrolment and
attendance in education.

OMR has a better recognition rate than OCR because fwer mistakes are made by machines to read
marks than in reading handwritten cheracters. Large volmes of data can be collected quickly and
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easily without the need for specially trained staff Usually, an OMR reader can maintain a throughput
of 1500 to 10000 forme per howr. It requires accurate alignment of printing on forms arkd need a
paper of good quality,

Optical mark recognition 5 trediionslly performed uwsing reflective light method where a beam of
light is reflected on a sheet with marks, to capture the reflection {presence of mark) or absence of
reflection (absence of nwrk).

Magnetic-Ink Character Recognition (MICR)

Specifically, i refers to the special magnetic encoding, primied on the bottom of a nepotiable check.
This mformation 8 machine readable via bank reader/sorters, which read the visual patterns and
magnetic waveforme of the MICR encoding.

The cheracters are prinbed using special ik, which contains ron particles that can be magnetized.
Magnetc ink character readers are used generally in banks to process the cheque. In case of bank
cheque, the murbers writen at the bottom are recorded m MICR (using special nmgnetic ink),
representing unkjue cheque mambers, bank, and branch code, etc. A MICR reads these characters by
examming their shapes in a matrix form and the information is then passed on to the computer.

15401
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Figure 1-12

The banking industry prefers MICR because as compared to the OCR, i gives extra securily against
forgeries such as color copies of payroll cheque or hand-altered characters on a cheque. The reading
gpeed of the MICR i also higher. This method is very efficient and time saving for data processing

Bar Code Reader

Bar code 8 a machine-readable code in the form of a pattern of parallel vertical lines of varying
widths. They are conmmonly used for labelng goods that are awmieble m super markets, mmbermg
books in libraries, etc. These codes/stripes are semsed and read by a photoelectric device (bar code
reader) that reads the code by means of reflective light. The mformation recorded m bar code reader
is then fod into the computer, which recognizes the iformation from the thickness and spacing of
bars. Bar code readers are cither hand-held or fixed-mownt. Hand-held scanners are used to read bar
codes on stationary items. With fixed-mount scanners, iems having a bar code are passed by the
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gcammer - by hand as in retal scamming applications or by conveyor belt in many industrial
applications.

A bar code scamer can record data five to seven times faster than a skilled typist can record. A bar
code deia eniry has an error mte of about I in 3 million. Bar coding ako reduces cost in terms of
labor and reduced reveme losses resulting from data collection errors.

i

Figmre 1-13
Check your progress

Q1. What i the use of input devices in computer?
Q2. Explain

(i Keyboard

(i) Mouse

(ii) OMR

{iy OCR

1.3 Computer Qutput Units

Output devices convert machine-readable information o haman-readable form The basic
finctioning of oulput devices B just the opposile of the Imput devices, that &, the data 8 'fed mio' the
computer system through the mput devices while the output is 'taken out’ from the computer through
the output devices. However, the oulput, which comes out fom CPU, & in the form of digital
signak. The oulput devices disply the processed infrmation by converting them info humen-
readabk form in graphical, alphamumeric or audio-visual forms.

Classification of Qutput Devices

Output & data that hag been processed into a usefil form called information, It can be displayed or
viewed on a monitor, printed on a printer, or lstened through speakers or a headset.
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Figure 1-14 Types of Outpnt
There are four basic areas of the output devices:

Text: Texiual form of output consists of characters (letters, mmibers, punctuation marks, or any other
gymbol requiring one byte of compuier storage space) that arc wsed to create words, semtences, and
paragraphs,

Graphics: Graphics arc digial represeniations of non-text mformation such as drawings, charts,
photographs, and animation (2 scries of still images in sequence that gives the dhsion of motion).

Audis: Aundic inchides music, speech or amy somxd. A computer comverts the souxl from a
continmicus  analog signal o a digital format Most oulput devices require the computer to comvert
digital format back into analog sigmak,

Video: Video consists of images that are played back at speed that provide the illusion of filll motion.
The images are offen captured with a video input device like a video camera. A video capture card is
required to convert an analog video signal into a digital signal that the computer can understand.
Some output devices accept the dipitel signal, whik others convert the digial signak mto analog
signalk.

The outputs, which can be easily wnderstood and used by lnman beings, are of following two forms:

1. Hard Copy: The physical form of oufput & known as hard copy. In general, it refers to the
recorded information copied ffom a computer onto paper or some other durable swrfice, such as
microfim Hard copy ocutput & permanent and relatively stable form of output. This type of oufput &
ako highly portable. Paper is one of the most widely used hard copy output medm. The principal
examples are printouts, whether text or graphics, from printers. Fikln, iclding microfim and
microfiche, i8 alko considered as a hard copy output.

2 Soft Copy: The clkectronic version of an output, which wsually resides in computer memory and or
on disk, & known as soft copy. Unlike hard copy, soft copy 8 not 8 permanent form of output. It s
trancient and iz usually displiyed on the screen Thie kind of oulput & not tangible, that &, it cannot
be touched. Soff copy ouiput inchides audio and visual form of output, which is generated using a
computer. In addition, textual or graphical information displyed on a computer monitor is alko a soft
copy form of output.

Hard copy devices are very slow In operation as conpared to the soft copy devices.
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(a) Soft Copy (b) Hard Copy

Figure 1-15 two types of outputs

Based on the hard copy and soft copy outputs, the output devices are classified into two types: hard
copy output devices ard soft copy outpuf devices.

Hard Copy Quiput devices

Among the wide variety of the hard copy output devices, printers, and plotters arc the most
commonly wsed. A printer i wsed to produce printouts of the documents stored on a computer's disk
drive. A plotter &5 a pen-based output device, which s wed for producing high qualily output by
moving ink pens across the paper.

Impact Printers

As their names specify, impact printers work by physically striking a head or needle against an nk
ribhon to make a mark on the paper. Impact printers are the oklest printing technology and are still in
use. An impact printer can print only one character at a time while some impact priners can priot an
entire line. The three most commonly used impact printers are doi matrix printers, daisy wheel
printers, and drum printers.

Characteristics of impact printers

= Inimpact printers, there i physical contact with the paper to produce an image.

» They have rehtively low consumeblke costs. The prmary recurring costs for these printers are
the ink ribbons and paper.

= Due to being robust and bow cost, they are usefil for bulk printing,

=  They can withstand dusty environment, vibrations, and extreme tenperature,

= Tmpact printers are ideal for printing mukiple copies (that is, carbon copies) because they can
casilly print through memty layers of paper.

= Due toits strking activity, inpact printers are very noiy.

= Since they are mechanical i nature, they tend to be slow.

= Tmpact priners do not support transparencies.
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Dot mmatrix printers

Dot matrix priter (akbo knowm as the wire matrix printer} ® the oldest printing technology and #
prits one character at a time. Usually, dot mwirix printers can print any shape of character, which a
user can specify. This allows the priofer to print many specil characters, different sizes of print, and
enables it to print graphics, such as charts and graphs. The speed of dot matrix printers is measured
in characters per second (cps). Most dot mattix printers offer different speeds depending on the
quality of print desired. The speed can vary from about 200 to over 500 cps. The print quality is
determined by the mumber of pims (the mechanisms that print the dots), which can vary from 9 to 24.
The more pins per inch, the higher the print resolation. The best dot matrix printers (24 ping) can
produce near letter qualily type image. Most dot matrix printers have a resolution ramging from 72-
360 dpi.

(a) Dot Matrix Printer (b) Dot Matrix characters

Figure 1-16 Dot Matrix Prinfer

Dot matrix printers are inexpensive and have bow operating costs. These printers are able to use
different types of fomis, different lne densities, and different types of paper. Many dot matrix
printers are bi-directional, that is, they can print the characters ffom direction, kft or right The major
limitation of dot matrix printer & that & prints only in black and white. The image printing ability is
ako very hmited. These printers may not be able to print graphic objects adequately but can handle
applications such as accounting, personnel and payroll very well Dot mmatrix printers are commonly
used in ow-cost, bow-quality applications like cash registers, These printers are limited to situations
where carbon copies are needed and the quality is not too inportant.

Working of a dot matrix printer

The techoology behind dot meftrix printing E quite simple. The paper & pressed against a doum (a
rubber-coated cylinder) and & itermittently pulled firward as printing progresses. The printer
consisis of an electro-nmmgnetically driven print bead, which & made wp of mmerous print wires
{pins). The characters are formed by moving the electro-megnetically driven print head across the
paper, which sirkes the printer ribbon siuated between the paper and print head pin. As the head
stamps onto the paper through the inked ribbon, a character i produced that i made up of these dots.
These dots seem to be very smal for the nonmal veion and appear ke solid hmen readabk
characters.
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Daisy wheel printers

It it named so because the print head of this printer resembles a dasy flower, with the printing anms
that appear like the petals of the flower. These printers are commonly referted to as letter quality
printers as the print quality & as good as that of a high-quality typewriter.

Daky wheel printers produce high-resoltion output and are more reliable than dot nwirix printers.
They can have speeds up to 90 cps. These printers are abko called as smar? printers because of its
bidirectional printing and built-in microprocessor control features.

s b 0 ISEEENTRIT BN TRSTR
- TR : [t

Figure 1-17 Daisy Wheel Printer

Howewer, daisy wheel priters give only alphammmeric output. They cannot print graphics and cannot
change fonts umless the print wheel i physically replaced: These printers are usually very shw
because of the tinwe required to rotate the print wheel for each character desired. Daisy wheel printers
arc shwer and more expensive than dot mafrix printers.

Working of a daisy wheel printer

These primters have print heads composed of metalic or plastic wheek. A raised character is placed
on the tip of cach of the daisy wheels 'petals’. Each petal has an appearance of a letter (upper case
and bwer casc), mmber or punctuation mark on i To print, the print wheel 5 rotated arcund until
the desired character is umder the print hammer. The petal is then struck from behind by the print
hammer, which strikes the character, pushing # against the nk ribbon, and onto the paper, creating
the character.

Drum printers

Such types of printers print an entire Iine in a single operation Such printers are known as line
printers. Drum prinker 8 one of the most comenonly used line printers. This arrangement allows a
contimous high-speed printing. Its printing speed varies from 150 lnes to 2500 Ines per mimite with
96 to 160 characters on a 15-ich line. Although, such printers are mawh faster than character
printers, they tend to be quite loud, have liked muli-font capabilty, and ofien produce bwer print
quality than most rccent priting technolgics. Line printers are designed for heavy printing
applications. For example, in businesses where enormous amounts of materials are printed.
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Figure 1-18: Drum Printer

Working of a drum printer

The basics of a line printer like drum printer are similar to those of a serial impact printer forms
characters and images primters. There is mo striking nulipke type ckmens agamnst the paper almost
simultaneously, so that an entire line & printed in one operation A typical arrangement of a drum
printer nvolves a large rotating drom mowmied horfzontally and posiioned in font of a very wids,
inked rbbon, which in tumn 8 posiioned i front of the paper iself The drum contains characters
molded onto iz surfice in cohmns around s circumference; each column contains a complete set of
characters (lefters, digits, etc.) nmning around the circumference of the drum The drum spins
continuously at high speed when the printer & operating In order fo print a line, hanomers positioned
behind the paper ram the paper agaimnst the ribbon and against the dnm beyond & at exactly the risht
instant; such that the appropriate character 8 printed in each colinn as & spins past on the drum
Once every cohmmn has been printed, the paper & advanced upward so that the next Ine can be
printed.

Non-Impact Printers

Unlke impact prinfers, a non-impact priter forme characters and images without making direct
plysical contact between printing mechanism and paper. In this printer, the print head does not make
contact with the paper, and no inked ribbon i required. Ink can be sprayed against the paper and then
heat and pressure arc used to fise a fine black powder imto the shape of a character. They use
technmiques other than physically striking the page to transkr mk onto the page. The mmjor
technologies competing in the non-impact market are ink-fet and laser.

Characteristics of non-impact printers
Non-impact printers are faster than impact
= They are quieter than impact printers because there i no sirking mechanism imvolved and
only few moving paris are used. They possess the abiliy to change typefaces automatically.
= These prinfers produce high-quality graphics.
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= These printers wsually support the transparencies.
= These primters cannot prit mukipk forms because ne impact is being made on the paper.

Ink-Jet Printer

It & the most type of printer used in home. Being a non-impact it docs not touches the paper whik
creating an image, It wses a series of nozdes to spray print multiple onto the paper. Orignally it was
made black and white only. Howewer, the print head has now been expanded and the nozzde
accommodates CMYK. The combination of these four colors will be the resultant color.

These printers are cosilier than the dot-matrix printer, but the quality is mch better. Ink-jet printers
typically prit with a resolution of 600 dpi or more. Due to the high resolution, these printers
produce high qualty graphics ard text printouts. They are ake affordable, which appeals to small
businesses and home offices. These printers print documents at a medium pace, but shw down if
printing a document with mmlicobr. These printers can print about 6 pages a mmmte. Moreover, they
can alko be programmed to print wmsual symbols such as Japancse or Chinese characters.

Working of an ink-jet printer

An ik-jet printer has a print cariridge with a series of tny clectrically heated chambers. These
cartridges are attached to print heads with a series of small nozzkes that spray ink onto the surface of
the paper. As print head moves back and forth across the page, sofiware gives imstructions regarding
the type and the quantity of colors. It ako tells the position where the dots of ik should be 'sprayed'.
There are two mmain ways to drop the ink droplets, namely, the bubblejet and piezo-electric
technology.

Figure 1-19: Ink-jet Printer
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Bubble-jet printers use heat to fire ink onto the paper. Piemo-glecttic technology uses a piezo crystal
at the back of the nk reservoir,

Laser printers

A laser printer provides the highest quality text and inmges for personal computers today, operates
on the same principke as that of a photocopy machine. They are ako known as page printers becanse

they process and store the entire page before they actually print it
Characteristics of Laser printer

»Itis a very fast printer.

« It can print text and graphics with a very high qualiy resoktion from 300 to 1200 dpi
* It can print i different fonts, that &, type styles and sizes.

« It is more expensive to buy and nwmintain than the other printers.

Figure 1-20: Laser Printer

Working of a laser printer

The core component of laser printing system 5 the photoreceptor drum A rotating mirror mside the
printer caunses the beam of a laser to sweep across the photoconductive drnum. Initially, the beam of
lser charges the photoconductive drum positively. When the charped photoconductor is exposed to
an optical image through a beam of light to discharge, a latent or invisible image is formed. At the
point where the laser strikes the surface of drum, i creates a dot of positive charge. These pomis are
represented by a black dot, which will be printed on the paper. After this, the prinfer coats the drum
with a container, which contains a blck powder called foner. This toner is negatively charged, and
so i clings to the positive areas of the dram surface. When the powder pattern gets fixed, the drum is
rotated and the paper i8 fod info the drum surface via a pressure roller. This pressure rolker transfrs
the black toner onto the paper. Since the paper & moving at the same speed as the drum, the paper
picks up the image pattern preciscly. Finally, the printer passcs the paper through the fiser, a par of
heated rollers. As the paper passes through these rollers, the loose toner powder gets meled and
figes with the fbers in the paper.

Flotters

A pbtter is a perrbased output device that is attached to a computer for making vector graphics, that
is, mages created by a serics of many strajght lincs. It 8 used to draw high-resolition charts, graphs,
blueprints, maps, circuit diagrams, and other line-based diagrams. Plotters are similar to printers, but
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they draw lines wsing a pen. As a result, they can produce continuous hines, whereas printers can only
simulate lnes by printing a closcly spaced series of dots. Mukicolor plotters wse different-colored
pens to draw different colors, Color plots can be made by using four pens {cyan, magents, yellow,
and black) and need no luman intervention to change them

Plotters are relatively expensive as compared to printers but can produce more printouts than
gtandard priters. They are mainly wsed for Computer Aided Design (CAD) and Computer Aided
Mamifaichwring (CAM) applications such as pricting out plans for bouses or car parts. These arc abo
used with programs like AUTO CAD (computer assisted drafting) to give graphic outputs.

Tvpes of Plotiers

There are two difftrent types of plotters, one where the paper moves (drum), and the other where the
paper i stationary (flatbed plotter).

Drum Plotters: In drum plotters, the paper on which the design & to be made is placed over a drum.
These plotters consist of one or more pen(s) that are mounted on a cartiage and this carriage b
bortontally placed across the dnum The dmum can rotate im either clockwise or anticlockwise
direction under the conirol of pbtting mstructions sent by the computer. Drum plotters are wsed to
produce contimious output, such as plotting earthquake activity, or for long graphic output, such as
tall bulding structures.

Flatbed Plotters: Flatbed pltters comsist of a stationary horizontal plotting surface on which paper 8
fixed. The pen B mounted on a cartiage, which can mowe horizonially, vertically, lkefiwards or
rightwards o draw lne. In flatbed plotters, the paper does not mowe, the pen-bolding mechansm
provides all the motion. These plotters are instructed by the computer on the movement of pens m
the X- Y coordinates on the page. These plbtters are capable of working on any standard, that is,
from A4 size paper to some very big beds. Depending on the size of the flathed surface, these are
used in designing of ships, aircrafis, buildings, etc. The major disadvantage of this plotter is that it &
a slow output device and can take howrs to complete a compkx drawing

{a) Drum Plotter
{b) Flatbed Plotter

Figure 1-20
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Check your progress

Q1. What do you mean by output devices? Why a computer need output device?

Q2. Differentiate between impact and non-impact computer.

1.4 Summary

In this uni you kamnt about the ipput and oufput devices of the computer. This wmt also tels about
the detall information about the mput units (such as mouse, keyboard, scanner, efc.) and output umit
{swh as monitor, printer, plotters, etc.)

Input devices are used to send information to CPU.,

Input devices are directly comnected to CPU,

Most Conmonly input devices arc Mouse, Keyboard, Joystick, Scammer, ete.
Ouipat devices arc mainly wsed to get information from CPU.

Output devices are ako directly comnected to CPU.

1.5 Review Questions

QL.
Q2.
Q3.
Q4.

Q3.

What are Input and Output devices? Explain their working.
‘What is the difference between mouse and trackball? Exphin with example,
How many types of printer avaibble in the market? Explin iis working of every Prmter.

What do you mean by Plotter? Write some similariies and differences between printer and
phtters.

‘What i3 projector? Is it a cutput device? Explain the working of it.
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Computer Memory

Structure

2.0 Introduction

2.1 Memory —Introduction
2.2 Memory Cell

2.3 Memory Organization
2.4 Read Only Memory

2.5 Serial Access Memory

2.6 Summary
2.7 Review Questions

2.0 Introduction

In this it we focused on computer memory. In this unit there are seven sections. In Sec. 2.1 you
will learn about memery. As you know about memery it i any physical device capable of stormg
information temporarily or permanently. For example, Random Access Memory (RAM), & a wolatile
memory that stores mformation on an imtegrated circul used by the operating system, sofiware, and
hardware. In Sec. 2.2 you wil karn about Memory Cell The memwory cell & the fimdamental
building block of computer memory. The memory cell s an electronic circuk that stores one bit of
binery mformation and & must be set to store a logic 1 (high wltage kevel) and reset to store a logic 0
(ow woltage level). Its valie & maintained/stored until & & changed by the set/reset process. The
valie in the memory cel can be accessed by reading i In Sec. 2.3 you will know about memory
organization. In Sec. 2.4 we focwsed on Read Only Memory and in the Sec. 2.5we infroduced Serial
Access Memory. In Sec. 2.6 and 2.7 you will find summary and review questions respectively.

Objectives
After studying this uni you should be able to:

=  Express memory, memory cels.
Define Memory organization
Describe Read Only Memory & Serial Access Memory

2.1 Memory -Introduction

A memory 8 just like a humem brain It 8 used to store data and instruction. Computer memory is the
storage space I computer where data B to be processed and istructions required for processing are
stored.

The memory B divided mfo lerge mmber of small parts. Each part 5 called cell Each location or
cell has a wngue address which varies from zero to memory sz mims one.

For example if computer has 64k words, then ths memory umit has 64 * 1024=65536 memory
location. The address of these locations varies from 0 to 65535.
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2.2 Memory Cells

Primary computer memory s made up of memory celk, where each memory cell contains exactly
one munber. This, a memory cell can be thought of as box into which a single mumber can be placed.
The mumber contained in a memory cell can be changed over time. When a new mumber i stored
mto a memory cell the old mmober confained in the memory cell 8 lost forever. At any time, the
computer may peer into 2 memory cell to read the cuxrent contents of the memory cell The computer
may read the contents of a memory cell ag many times as it wants, without distorbing it

Memory Cell

11070071

Figure 2-1

A typical computer has millions of memory cells, and every memory cell has a name. Whik a smoall
mmber of memory cells are given specialized names, such as "Program Comter' or “Processor Status
Register, most memory cells are named using a umique mimber, (Remember, from the previous
ik, everything in a computer is a mumber!) The unique munber that names a memoery cell 5 called
iis "address.” No two memory cels have the same address. The address of a memory cell never
changes over time, Going back fo the box amabgy of the previous paragraph, the address of a
memory c¢ll can be thought of a8 a mmber permanently inprinied on the side of the box in indelible
mk. Thus, every memory cell has two mmnbers -- its address (which never changes) and s current
contents (which changes over time.)

Since a memory cell has both a contents and an address, both of which are mmmbers, & & usefil o
adopt a netation to keep them scparate. A farly common nofation & to enclhse the memory cel
address in square brackets, followed by a cobn, followed by the memory cell cottents. For example,
[223]: 17' &8 the notation used to specify that memory cell [223] currently has the mumber 17 as its
contents.

As an cxample, consiler the two arbirary memory cells npamed [223] and [873]. When power i first
appled to these two memory celk, both celk will have an infial confent of zero; thk & shown
below:

[223]: 0 [873]: ©

Eventually, the computer comes abng and writes the murber 104 into memory cell [223]; this &
shown below:

[223]: 104 [873]: 0

Later on, the conmputer writcs the mmber 105 mto memory cell [873]; this &8 shown bebow:
[223]: 104 [873]: 105
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Even later on, the computer overwrites memory cell [223] with 72. The previous contentz of memory
cell [223] are lost forever; the & shown below:

[223]: 72 [873]: 105

Finally, at some even hter point in time, the mmmber 104 & stored back info memory cell [223].
Again, the previous contents of memory cell [223] are bst forever; this &8 shown below:

[223]: 104 [873]: 105

The computer reads and overwries the conbents of memory cells [223] and [873] as mamy times as
needed to accomplish s current task.

Memory Cell Address

Since a memory consists of a large mmber of memory cellks, there has to be a way to keep track of
which cell & which.

DT DT
11010011 L

Figure 2-2

Thie each cell in a memory has an index mmber called its address which & sort of "chiseled" into
the "edge" of the cell

The cell pichred here hags a content 0f11010011; = D3y and an address of Q01101013 =35
A cell address CANNOT be changed

The address mmmbers start at 0 and go 1, 2, 3, ete.
The address of a cell is wsually different than its content - although they can be the same.

2.3 Memory Organization

Conpulers enploy nemy different types of memory (semi-conducior, magnetic disks, and USB
sticks, DVDs etc.) to hokl data and programs. Each type has its own charmacteristics and uses. We wil
ok at the way that Man Memory (RAM) is organzed and briefly at the characteristics of Register
Memory and Disk Memory. Let us locate these 3 types of memwory in a sinplified model of a
computer:
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CPU Main Memory

Registers
Uit

Arithmetic & Logic

Control RAM RAM
Unit

[[e]

Controller(s) |

| ] i .
Disk Drive Disk Drive | ‘Disk Drive |

Figure 2-3
Register Memory

Registers are memorics bceated within the Ceniral Processing Unit (CPU). They are few in mumber
(there are rarely more than 64 registers) and ako small in size, typically a register i less than 64 bits;
32-bi and more recently 64-bit are commmon in desktops.

The contenis of a regster can be “read” or “written” very quickly' howewer, often an order of
magnitwde faster than main memory and several orders of magnitude faster than disk memory.

Different kinds of register are found within the CPU. General Pupose Registers® are available for
gereral’ use by the programmmer. Unkss the context implies otherwise we will use the term "register”
to refer to 2 General Purpose Register within the CPU. Most modemn CPU"s have between 16 and 64
general purpose registers. Special Purpose Registers have specific uses and are either non-
programmeable and iternal to the CPU or accessed with specil mstructions by the progranmmer.
Exanpks cof such registers that we will encounter later in the course inchnde: the Program Counter
register (PC), the Instruction Register (IR), the AL Input & Output registers, the Condition Code
(Status/Flags) register, the Stack Pointer register (SP). The siz (the mumber of biis in the register) of
these registers varies according to register type. The Word Size of an architecture i ofien (but oot
always!) defined by the of the general purpose registers.

In contrast t0 main memory and disk memory, registers are refrenced directly by specific
istructions or by encoding a register mumber within 8 computer struction. At the progranming
{assembly) language level of the CPU, registers are nommlly specified with special identifiers {e.g.
RO, R1,R7, SP, PC),

As a final point, the contents of a register are lost if power to the CPU & turned off so registers are
umsuiteble for bolding long-term mformetion or mformation that & needed for retention affer a
power-smtdown or faiure. Repisters are however, the fastest memories, and if exploited can resuk
in programs  that execute very quickly.

Main Memory (RAM)

If we were to sum all the bis of all registers withm CPU, the total ammmt of memory probably
woukd not exceed 5,000 bis. Most computational tasks undertaken by a computer require a lot more
memory, Main memory & the next*fistest memory within 2 computer and & much larger in size,
Typical main memory capecities for different kinds of computers are: PC 512MB°, fikserver 4GB,
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database server 8GB. Computer architectures ako impose an architectural comstraint on the
maximum allowable RAM. This constrait & normally equal to 2% "¢ memory locations.

RAM® (Randon? Access Memory) is the most common form of Main Memory. RAM & normally
located on the motherboard and so is typically less than 12 inches from the CPU. ROM (Read Only
Memory) i8 ke RAM except that its contenis cannot be overwritten and ifs contents are not lost if
power i turned off (ROM is non-volatile).

Although slower than register memory, the contents of any location® n RAM can still be “read” or
“written” very quickly’. The time to read or write is referred to as the access time and & constant for
all RAM locations.

In conirast to register memory, RAM & used to hold both program code (instructions) and data
(Numbers sirings etc.). Programs are “loaded” into RAM fiom a disk prior to execution by the CP1L

Locations n RAM are identified by an addressing schemee.g. mumbering the bytes in RAM from 0
ouwardsm.lkereghtem, the contents of RAM are lost if the power 8 tured off

Disk Memory

Disk memory'! is used to hold progrems and data over the longer term. The contents of a disk are
NOT lost if the power is turned off. Typical hard disk capacities range from 100GB to over 1TB
(1x10°°), Disks are much sower than register and main memory, the access-time (known as the seck-
time} to data on disk & typically between 2 and 4 milli-seconds, although disk drives can transfer
thousands of bytes n one go achieving transfer rates from 25MB/s to S00MB/s.

Disks can be housed internally within a computer “box™ or externally in an enclosure comected by a
fast USB or firewire cabk'Z. Disk locations arc identificd by special dsk addressing schemes (c.g
track and sector mambers).

Summary of Characteristics

faster < - easier
Registers

SPEED

FLEXIBILITY |
USABILITY |

[ Hard Disk | ‘

slower difficuit

expensive £O05T  —— cheap

CAPACITY — large
{VOLATILITY

Figure 2-4

small

high

low
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SRAM, DRAM, SDRAM, DDR SDRAM

There are many kinds of RAM and new ones are invented all the time, One aim & to make RAM
access as fist as possible in order to keep up with the increasing speed of CPUs.

SRAM (Static RAM) i the fastest form of RAM but also the most expemsive, Due to its cost i & not
used as main memory but rather for cache memory. Each bit requires a 6-transistor circuit.

DRAM (Dynamic RAM) is not as fast as SRAM but is cheaper and i used for main memory. Each
bit uses a single capacitor and single framsigtor circuit, Sice capacitors lose their charge, DRAM
needs to be refreshed every fow miliseconds. The memory system does this transparently. There are
many inpkmentations of DRAM, two wel-lkmown ones are SDRAM and DDR SDRAM.

SDRAM (Synchronous DRAM) & a form of DRAM that 8 synchronized wih the clhck of the
CPU"s system bus, sometimes called the front-side bus (FSB). As an example, if the system bus
operates at 167Mhz over an 8-byte (64-bit} data bus , then an SDRAM moduke could transfer 167 x 8
~ 1.3GB/sec.

DDR SDRAM (Double-Data Rate DRAM) & an cptimiztion of SDRAM that allbws data to be
transferred on both the rising edge and faling edge of a clck signal Effectively doubling the
amount of data that can be transferred in a period of time, For example a PC-3200 DDR-SDRAM
module operating at 200Mhz can transfer 200 x 8 x 2 ~ 3.2GB/sec over an 8-byte (64-bit) data bus.

ROM, FROM, EFROM, EEFROM, Flash

In addition to RAM, there are ako a range of other semi-conductor memories that retain their
contents when the power supply 5 switched off

ROM (Read Only Memory) & a form of semi-conductor that can be written to once, typically n buk
at a factory, ROM was wsed to store the “boot” or start-up program (30 called firmware) that a
computer cxecutes when powered on, although it has now fllen out-of-favour to more flexible
memories that support occasional writes. ROM is still used in systems with fixed fimctionalities, e.g.
controllers in cars, househokl appliances etc.

PROM (Prograrmmable ROM) & like ROM but albws end-users to write ther own programs and
data. It requires special PROM writing equipment. Note: users can only write-once to PROM.

EPROM (Erasable PROM): - Wih EPROM we can crasc (using strong ultra-violet light) the
conterts of the chip and rewrite & with new comtenis, typically several thowsand times. It &
commonly used to store the “boot”™ program of a computer, known as the firmware. PCs call this
fitrnware, the BIOS (Basic /0 Swstemy). Other systens wse Open Firmware. Intelbased Macs wme
EFI {Extensible Firmware Interfice).

EEPROM (Ekctrically Erasabk PROM): - As the name inplics the contents of EEPROMs are
crased clectrically. EEPROMSs arc ako himited to the mumber of crase-writcs that can be performed
{e.g, 100,000) but support updates (erase-writes) to individual bytes whereas EPROM updates the
whok memory and only supports around 10,000 erase-wrie cycks.
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FLASH memory is a cheaper form of EEPROM where updates {erase-writes) can only be performed
on blocks of memory, not on individual bytes. Flash memories are found m USB sticks, flash cards
and typically range in se from 1GB to 32GB. The mumber of erase/write cycks to a block &
typically sewveral lumdred thousand before the block can no bonger be written,

Main Memory Organimtion

Main memery can be considered to be organized 2s a matrix of bis. Each row represents 2 memory
location, the mmmber of bis in whkh & ofien the word size of the architecture, although it can be a
word nmiltiple (e.g. two words) or a partial word (e.g half word). For simplicity we will assumethat
data within main memory can only be read or written a single row (memory location) at a time.
For a 96-bit memory we could organize the memory as 12x8 bits, or 8x12 bits or, 6x16 bits, oreven
as 96x1 bis or 1x96 bis. Each row ako has a natural nomber called its address which & used for
selecting the row:

Address < 3 bt
0
1
2
4
3
[
B
)
10
11
Figure 2-5
Address 12 bar
L] | i
' |
|
&
[:] I
[
Figure 2-6
Address <= 16 bit
0
|
2 | | | ||
3 | | ] i
4 | || |
3 L] [ | -
Figure 2-7
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Byte Addressing

Main-memories generally store and recall rows, which are multi-byte n length {e.g. 16-bit word = 2
bytes, 32-bk word = 4 bytes). Many architectures, however, make main memory byte-addressable
rather than word addressable. In such architechwes the CPU and/or the main memory hardware i
capable of reading/writing any mdividual byte. Here & an examplk of 2 mam memory with 16-bit
memory ocations'>, Note how the memory locations (rows) have even addresses.

Word Address 16 bit = 2 bytes
0

>

1 | | | i
6 | | | |
8
10

]'i

4] HEEE || | | |
16
18
20 |

Figure 2-8

Byte Ordering
The ordering of bytes within a mmltl-byte data fem defines the endian-ness of the architecture.

In BIG-ENDIAN systems the most significant byte of a multibyte data item always has the lowest
address, while the least significant byte has the highest address.

In LITTLE-ENDIAN systems, the least significant byte of a muilti-byle data item always has the
lowest address, while the most significant byte has the highest address.

In the folowing example, table cells represent bytes, and the cell mumbers indicate the address of
that byte in main memory, Note: by convention we draw the bytes within a2 memory word lefi-to-
right for big-endian systems, and righi-to-left for little-endian systems.

Word Big-Endian Word Little-Endian
Address Address
0 0 | 2 3 0 3 | 2 | 0
4 5 i 7 4 7 | & 5 4
g 10 11 8§ 11 10 9
12 12 13 14 15 12 15 14 13 12
Figure 29
MSB ——> ISB MSB———1SB
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Note: an N-character ASCII string value is not ireated as one large multi-byte valpe, but rather as N
byte values, ic. the first character of the string always has the bwest address, the last character has
the highest address, Thi & true for both big-endian and litle-endian. An N-character Unicode string
woukl be treated as N two-byte values and each two-byte valne would require suitable byte-ordering

Example: Show the contents of memory at word address 24 if that word holds the mmmber given
byl22E 5FC1H in both the big-endian and the Etle-endian schemes?

Big Endian Litle Endian
MSB ——— LSB MSB —— = LSB
24 25 26 27 27 26 25 24
Word 24 12 PE 5F 01 Word 24 12 PE 5SF 01

Example: Show the conients of main memory from word address 24 if those words hold the
ASCllstring value JIM SMITH.

Big Endian Litle Endian
+0 +1 +2 +3 +3 +2 +1 -+
Word24 | L M Word 24 v IL i]
Word28 [S M I T Word 28 T I M S
Word3? [H i i 7 Word 32 7 7 i H

The bytes hbeled with ? are unknown They could hold important data, or they could be don™ care
bytes — the interpretation is keft up to the progranmner.

Unfortunately computer systems'®, in use today are split between those that are big-endian, and those
that are litle-endian'®, This kads to problems when a big-endian computer wants to trensfer data to &
little-endian computer. Some archiectures, for example the PowerPC and ARM, alow the endian-
ness of the architectire to be changed programmatically.

Wornd Alisnment

Although mam-memories are generally organized as byte-addressed rows of words and accessed a
row at a time, some architectures, allow the CPU fo access any word-sized bit-group regardless of its
byte address. We say that accesses that begin on a memory word boundary are aligned accesses
while accesses that do not begin on word boundaries are umalipmed accesses.
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Address Memory (16-bit) word
0 MSB LSB Word starting at Ad dress 0 5 Aligned

MSB Word starting at Ad d ress 5 & Unaligned

= U -

LSB

Reading an umaligned word from RAM requires () reading of adjacent words, (i) selecting the
required bytes from cach word and (i) concatcnating those bytes together => SLOW. Writing an
unaligned word i more compkx and sbwer'®. For this reason some architectures prohibit unaligned
word accesses. e.g on the 68000 architecture, words rust not be accessed starting from an odd-
address (e.g 1, 3, 5, 7 etc), on the SPARC architecture, 64-bit data #ems mwst have a byte address
that is a nmiltipke of 8.

Memory Modules, Memory Chips

So far, we have boked at the logical organtation of main memery. Physically RAM comes on small
memory modules (litle green printed circuit-boards about the size of 2 finger). A typial memory
moduke holds S12MB to 2GB. The computer’s motherboard will bave sbts to hokl 2, 4 maybe 8
memory modules. Fach memory module i isclf comprised of several memory chips. For exampk
here are 3 ways of forming a 256x8 bit memory module,

T -~
__,‘,;;"//: - __,;:—//{/; ) e "? =1 i
A 1 o [Fart s P
’:_,;/"(;_, 1~ r},.f-{-'—""’"’ & - [
= 0 = 0 e 0
.,'_/':’? 1 1,.I:} ?’66.1:, Q i
| pt ikt iof
o | T || Y 4 -
,166*' - A\D\N\ __,-"" | e
A @ /,a-’ X L :
- o L A Eight
L= L 256 x 1bit RAMs

Figure 2-10

In the first case, main memory & built with a single memory chip. In the second, we use two memory
chips; one gives us the mwost significart 4 bits, the other, the least significant 4 biis. In the third we
use B memory chips, each chip gives 1s 1 bit - to read an 8 bit memory word, we would have to
access all 8 memory chips simltaneously and concatenate the bits,

On PCs, memory modules are known as DIMMs (duzl inline memory modules) and support 64-bit
trangfers, The previously generation of modules were called SIMMs (single inline memory modules)
and supported 32-bit data transfers.
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Example: Given Main Memory = 1M x 16 bit (word addressable),
RAM chips =256K x 4 bit

Moduk 0 Modulk 1 Moduk 2 Moduk 3
oo d
ooo |[€ |C C C C [C |IC |]|C |C C C C]C |C |C
H H H |H H H H H
218 I |I 1 1 I |1 ||l |I1§I |1 1 1 11 |1 |I
P |P P P P |P ||P |P||P |P P P PP |P (P
oog
¢ |1 2 3 4 |5 |6 |78 (9 10 11 12313 |14 15
oo
4x4 bits 4x4 bits 4x4 bits 4x4 bits
RAM chips per memory module = Width of Memory Word =16/M4=4

Wilth of RAM Chp

18 bits are required to address a RAM chip (since 256K = 2'® = Length of RAM Chip)

A 1Mx16 bit word-addressed memory requires 20 address bils (gince 1M =22%)

Therefore 2 bits (=20—18) are needed to sekect a module.

The total mmber of RAM Chips = (IM x 16}/ (256K x 4) = 16.

Total murber of Modules = Total mumber of RAM chips / RamChipsPertModule = 16/4 =4
Intereaved Memory

When memory consists of several memory chips, some address bits will select the chip, and the
remainng bits will select a row within the selected chip. When the moduke selection bits arc the least
gignificant bits of the memory address, we call the resling memory a low-order imterleaved
memory. When the module selection biis are the most significant biis of the memory address, we cal
the resulting memory a high-order interleaved memory. Inferleaved memory can yiekd performance
advantages if more than one memory chip can be read/writen at a time:-
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(i} For bw-order interleave if we can read the same row in each chip. This & good for a single
muki-word access of sequential data such as program instructions, or elements in a vector,

(ii) For high-order interleave, if different chips can be independently accessed by different units.
This i& good if the CPU can access rows in one chip, while at the same time, the hard disk (or
a second CPU) can access different rows in another chip concurrently.

Example: Given that Mam Memory = 1MxBbits, RAM chips = 256K x 4bi. For ths memery we
woukl require 4x2=8 RAM chips, Each chip would require 18 address bits (ie. 2'* = 256K) and the
fill 1Mx16 bit memory would require 20 address bits (ie. 220 = 1M),

Check your progress

Q1. Defie memory and memory cell
Q2. How a computer organize the memory?
Q3. Define SRAM, DRAM, SDRAM, DDR SDRAM

2.4 Read-only memory

Read-only menwry (ROM) is a class ofstorage mediom wsed ncomputers and other electronic
devices. Data stored mn ROM cammot be modified, or can be modified only slowly or with difficuliy,
so it & mainly wsed to distribute firmware (software that is very closely tied to specific hardware and
mlkely to need frequent updates).

In s strictest sense, ROMrefers only to mask ROM (the oldest type ofsolid state ROM), which
R fabricated with the desired data permanently stored n i, and thus can never be modified. Despite
the simplicity, speed andeconomies of scaleof mask ROM, fiekd-programmability offen make
reprogrammable memories more flexble and mexpensive. As of 2007, actual ROM circuilry i
therefore mainly used for applications such as microcode, and similar struchures, on various kinds of
Processors.

Other types ofnon-volatile memorysuch as erasablke programmable read only memory (EPROM)
and ckctrically erasable programmebl: read-only memory (EEPROM or Flash ROM) are sometimes
referred to, i an abbreviated way, as 'read-only menwry' (ROM); although these types of memory
can be erased and re-programmed nmukiple times, wriingto this memory takes longer and may
require different procedures than reading the memory.lWhen used in this less precise way, "ROM"
indicates a mon-velatile memory which serves fimctions typically provided by mask ROM, such as
storage of program code and nonvolatile data.
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Figure 2-11

There are two main reasons that read-only memory is used for certain fimctions within the PC:

» Permanence: The valies stored in ROM are always there, whether the power & on or not, A
ROM can be removed from the PC, stored for an indefimte period of time, and then replaced,
and the data it contains will still be there. For this reason, & i called non-volatile storage. A
hard digk & also non-volatile, for the same reason, but regular RAM & not,

¢ Security: The fact that ROM camot casily be modified provides a measure of security
against accidental (or mmalicicus) chanpes to its confents, You are not going to find viruses

infecting true ROMs, for eamplk; #'s just not possible. (It's technically possible
with erasable EPROMS, though I practice never scen.)

Read-only memory 8 most commonly used to store systeme-level programs that we want to have
available to the PC at all times. The most common example & the system BIOS program, which s
stored m a ROM called (amazingly enough) the system BIOS ROM. Having ths n 2 permanent
ROM means i is avaibble when the power 5 turmed on so that the PC can use i fo boot up the
systern Remember that when you fiest urn on the PC the system memory is enpty, so there has to
be something for the PC to use when it starts up.

There are four basic ROM types:
1. PROM - Programmabk Read Only Memory
2. EPROM - Erasablke Programmeble Read Only Memory
3. EEPROM - Ekctrically Erasable Programmabk Read Only Memory

4. Flash EEPROM memory

FROM

Creating ROM chips totally from scratch &8 tne-consuming and very expensive i small quentities,
For this reascn, developers created a type of ROM known as programmmble read-only memory
{PROM). Blnk PROM chips can be bought inexpemsively and coded by the user wih a
programmer.
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Flgure 2-12

PROM chips have a grid of columns and rows just as ordinary ROMs do. The difference is that every
tersection of a cohum and row in 2 PROM chip has a fisc comecting thern A charge sent through

a cohmmn will pass through the fuse in a cell to a grounded row indicating a value of 1. Since all the
cells have a fise, the inital (blank) state of a PROM chip is all 1s. To change the vakx of a cell to 0,

you use a progrunamer to send a specific amount of current to the cell The higher voltage breaks the
connection between the colimn and row by buming out the fise. This process i8 known as buming
the PROM.
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Fgure 2-13

PROMs can only be programmed once, They are more fragik than ROMs. A jolt of static electricity
can easily cause fises i the PROM to bum out, changing essential bis from 1 to 0. But blank
FROM: are inexpensive and are good for prototyping the data for a ROM before commilting to the
costly ROM fabrication process.

EPROM

Working with ROMs and PROMs can be a wastefil business. Even though they are mexpensive per
chip, the cost can add up over time. Erasablk programmmble read-only memory (EPROM) addresses
this ssue. EPROM chips can be rewriten many times. Erasing an EPROM requircs a special tool
that emits a certain frequency of ultraviolet (UV) light. EPROMs are configured using an EPROM
programmer that provides vollage at specified kwek depending on the type of EFROM used.
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Quariz window

Ultravioted light

Figure 2-14

The EPROM hes a grid of cokmms and rows and the cell at each inlersection has two transistors. The
two trangistors are geparated from each other by a thin oxide hyer, One of the transistors is known as
the floating patc and the other as the confrol gate. The floating gate's only lmk to the row (word line)
i through the conirol gate. As bong as this link iz in place, ihe cell has a value of 1. To change the
valie to O requires a process called Fowler-Nordheim tnneling,

Tumnelng 3 used to alter the phcement of clectrons m the floatng pate. Timneclng creates an
avalanche discharpe of electrons, which have enough emergy to pass through the insulating oxide
layer and accunmlate on the gate eclectrode. When the high vokage & removed, the clectrons are
trapped on the elkctrode. Becawse of the high insulation valne of the silicon oxide swrounding the
gate, the stored charge cannot readily leak away and the data can be refained for decades. An
electrical charge, usually 10 to 13 wlts, s applied to the floating gate. The charge comes from the
colomn (bit line), enters the floating gate and drains to a ground.

VWOED WORED
LIME LINE
TEOL GATE CONTREOL GATE

e W OZIDE LAYER EL. =~ THIN OXIDE LAYER

| o] Ll s iy
T Iy

BIT BIT
LINE  FLOATINGGATE LINE  FLOATING GATE
FL. = ELECTEOMS EL. = ELECTECHS
WHEH = 50%=1 WHEHN = S0%%=10
Current Flow = 50% Current Flow < 509
EPROM
Figure 2-15

This charge causes the flosting-gate transistor to act ke an elecron guin. The excied electrons are
pushed through and trapped on the other side of the thin oxide layer, giving it a negative charge.
These negatively charged ekectroms act as a barrier between the control gate and the floating gate. A
device called a cell sensor monitors the lkevel of the charge passing through the floating gate. If the
flow through the gate B greater than 50 percent of the charge, it has & valoe of 1, when the charge
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passing through drops below the 50-percent threshold, the valwe changes to (. A blank FPROM has
all of the gates filly open, giving each cell a value of 1.

To rewrite an EPROM, you must erase it first To erase &, you mmst supply a kewel of energy strong
enough to break through the negative ekctrons blocking the floating gate. In a standard EPROM, this
i3 best accomplished with UV light at a wavelength of 253.7 nanometers (2537 angstroms). Because
this particular frequency will not penetrate most phstics or glasses, each EPROM chip has a quartz
window on top of it. The EPROM must be very clese to the craser’s light source, within an inch or
two, to work properly.

An BEPROM eraser 5 not selective; i will erase the entite FPROM. The EPROM mwst be removed
from the device & 5 In and plced under the UV light of the EPROM eraser for several numites. An
EPROM that 1 left under too long can become over-erased. In such a case, the EFROM's floating
gates are charged to the point that they are wable to hold the electrons at all

EEPROM s and Flash Memory

Though EPROMs= arc a big step up from PROMs in terms of rcusability, they still require dedicated
equipment and a labor-intensive process to remove and reinstall them each time a change &
necessary, Ako, changes cannot be made incrementally to an EPROM; the whole chip must be

etased. Elkctrically erasabk programmable read-only memory (EEPROM) chips remove the biggest
drawbacks of EPROMs. In EEPROMS:

1. The chip does not have to remove to be rewritten.
2. The entire chip does not have to be compktely erased to change a specific portion of i.
3. Changing the contents does not require additional dedicated equipment.

Instead of using UV light, you can return the electrons in the cells of an EEPROM to normal with the
localized applcation of an clectric ficld to each cell This crases the targeted cells of

EEFROM and Flach Transistor

Silicum Subsmats

Figure 2-16

the EEPROM, which can then be rewritten. EEPROMSs are changed 1 byte at a time, which makes
them wversatiie but sbw. In fact, EFPROM chips are too sw to use in many products that make
quick changes to the data stored on the chip.

Mamifacturers responded to this himitation with Flash memory, a type of EEPROM that uses in-
circuit witing to erase by applying an electrical field to the entire chip or to predetermined sections
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of the chip called blocks., This erases the targeted area of the chip, which can then be rewritten. Flash
memory werks much faster than traditional EEPROMs because mstead of crasing one byte at a time,
it erases a block or the entire chip, and then rewrites & The electrons in the cells of a Flash-memory
chip can be returned to normwe] ("1") by the application of an electric field, a higher-voltage charge.

Check your progress

Q1, Difierentiate between ROM and PROM
Q2, Explain EPROM, EEPROM, Flash,

2.5 Serial Access Memory (SAM)

Serial access memory (SAM) stores data as a series of memory cels that can only be accessed
sequentinlly (Bke a casseiie tape). If the data is not I the current location, each memory cell B
checked unfil the needed data & found. SAM works very well for memory buffers, where the data s
normally stored in the order in which & will be used (a good example is the texhure bufler memory
on a video card)

Serial Access Memory

Shift Registers Queues
| |
| | | |
Serial In Parallel In First In Last In
Parallel Out Serial Out First Qut First Qut
(SIPO) (PISO) (FIFO) (LIFO)
Figure 2-17

Shift registers, lke coumters, are a form ofsequential logic. Sequential bogic, unlke combinational
logic B oot only affected by the present imputs, bt ako, by the prior history. In other words,
sequential logic remembers past events.

Shift registers produce a discrete delay of a digial signal or waveform. A waveform synchronized to
achbck, a repeating square wave, i8 delayed by "n" discrete clock times, and where 'n"is the umber
of shift register stages. Thus, a four stage shift register delays "data " by four chcksto “data out”,
The stages in a shift register are delay stages, typically type "D" Flip-Flops or type "JK" Flip-flops.

Formerly, very bng (several lnndred stages) shiff registers served as digital memory. This obsolete
application i reminiscent of the acoustic mercury dely lines used as carly conputer memory.

Serial data tranemission, over a distance of meters to kilometers, uses shiff registers to convert
paraliel data to serial form, Serial data commumications replces many slow paralkel data wires with a
single serial high speed circuit.
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Seﬁaldataomshoﬂerd'stamesuftemofceﬂinrtm,usessﬁﬁmgisﬁmhuytdataiﬂoandoﬂof
microprocessors. Numerous peripherals, ixhiding amalog to digial comverters, digial to anabg
mnwrters,dmphydmmandmry,meshﬁmgstmbmdmetheammtofwmgmcmﬂ

Some specklzed counter circuits actually use shift registersto  generate  repeating  wavefornms,
Longer shiff regiters, with the help of fedback generate patterns so bong that they ook ke random
noise, pseudo-noise.

Basic shift registers are classified by strocture according to the Hllowing types:
» Paralkel- in/serial-out
+ Serial-in/pamllel-out

datain __, .. dataout

clock )

stage A stage B stage C stage D

Parallel-in, serial-out shitt register with 4-stages

Figure 2-18

Data 8 loaded o all stages at once of a parallelivserial-out shiff register. The data 8 then shiffed
out via "data out" by clock pubes. Since a 4- stage shift register 8 shown above, four clock pulses
are required to shift out all of the data. In the diagram above, stage D data will be present at the “data
out" up wuntil the first clock puke; stage C data will be present at "data out" between the first clock
and the second clock pulse; stage B data will be present between the second clock and the third
clock; and stage A data will be present between the third and the fourth clock. After the fourth clock
puke and thereafter, successive bits of "data in" should appear at "data out" of the shift register after
a deby of four clock pulbses.

If four switches were comected to DA through DD, the status could be read into a microprocessor
using only one data pin and a clock pin Siwe adding nwre switches would requite no additional
pins, this approach looks attractive for many mputs.

datain __, . data out

clock _ o

stage A stage B stage C stage D
l l J- :
Q. Qg Qe Qp

Serial-in, parallel-out shift register with 4-stages

Figure 2-19
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Above, four data bils will be shified i from "data " by HHur clock pubes and be avaiable at
QA through QD for driving external circuitry such as LEDs, lamps, relay drivers, and homs. Afler
the first clock, the data at "data " appears at QA, After the second clock, The okl QA data appears
at QB; QA receives next data from "data in". Afier the third clock, QB data & at QC. Afier the fourth
clock, QC data 5 at QD. This stage contains the date first present at "data in". The shift register
ghould now contain four data bits.

Quene

Aguene & a particular kind of collection in which the entities in the collection are kept in order and
the principal (or only) operations on the collection are the addiion of entities to the rear terminal
posiion and removal of enbities from the front terminal posion. This mwkes the queue a Fist-In-
Frst-Out (FIFQ) data stnxture, In a FIFO data stneture, the first element added to the queve will be
the first one to be removed. This & equivaknt to the requirement that once an clement s added,

all elements that were added before have to be removed before the new clement can be mvoked. A
quene is an example of a hnear data structure.

Queucs provide services computer science, tramsport, and operations resecarch where various
entities such as data, cbjects, persons, or events are stored amd held to be processed hter. In these
contexts, the queue performs the fimction of a buffer.

Queues are common I computer programs, where they are mplemented as data structures coupled
with access rtoutines, as anabstract data structure or in object-oriented linguages as classes.
Common implementations are circular buffers and linked Lists.

First in First Out

FIFO i an acromym for First Im, First Out, which i an abstraction related to ways of organizng
and manipubtion of data relative to time and prioritzation. This expression describes the principle of
a queus processing  fechmique or servicing conflicting demands by ordering process by fist-come,
first-served (FFCFS) behavior: where the persons leave the queve in the order they amive, or wailing
one's tum at & traffic control signal

FCFS 1 also the jargonterm for the FIFO coperating system scheduling algorithn, which ghves every
process CPU time i the order they come. In the broader sense, the abstraction LIFO or Last-In-First-
Out® the opposite of the abstraction FIFO organization The difference perhaps & clearest with
congidering the less commonly wsed synonym of LIFQ, FILO (meaning First-In-Last-Out). In
essence, both are specific cases of a more generulized list (which could be accessed anywhere). The
difference & not in the list (data), but in the rules for accessing the content. One sub-type adds to one
end, and takes off from the other, iz opposite takes and puts things only on one end.

A slng variation on an ad-hoc approach o removing iems from the queus has been comed as
OFFO, which stands for On-Fire-First-Out. A priority queue is a variation on the queve which does
oot qualify for the name FIFO, becausc it s mot accurately descriptive of that data structure's
behavior. Queuing theory enconpasses the more general concept of queue, as well as inferactions
between sirict-FIFO queues.
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Figure 2-19
Last in First Out

LIFO s anacronymthat stands forlast im, first out. Incomputer science and queunng theory this
refers to the way items stored in some types of data structures are processed. By defiition, in a LIFO
structured lincar list, clements can be added or taken off fom only one end, called the "op”. A LIFO
structure can be ilustrated with the example of a stack of trays. The last tray to be placed cn top is
ako the first to be taken off the top.

The term incomputing generally refers to the abstmct principles of list processig and temporary
storage, particularly when there 8 a need to access the datain limied amounts, and In 2 certam

order, LIFQ & most used in cases where the last data added to the structure must be the first data to
be removed or evalbated. A useful amalogy i of the office worker: apersoncan only handke one
page at a time, s0 the top piece of paper added to a pik B the first off paralle]l to Imitations such as
data bus width and the fict that one can only manipulate a single binary data address m a computer at
a time. The abstract LIFO mecharistn, when applied to computing inevitably devobes to the real
data struchmes implemenied as stacks whose cponymous relbtion to the "stack of paper”, "stack of
plates” should be obvious. Other for the device are "Push down Bst" and “piles”. The
term FILO ('fist m, lst owt") can be wsed synomymously, as fhe term emphasizes that early
additions to the list meed to wait unti they rise to the LIFO struchare ™op" to be accessed. The
term LCFS ("last come, first served™) B sometimes used in queuing theery. The difference between a
generalized list, an array, queue, or stack, is defined by the rules enforced and used to access the
mechanism In any event, an LIFQ struchwe & accessed in opposite order to a queune: "There arc
certain frequent situations m computer science when one wanis fo restrict insertions and deketions so
that they can only take plce at the beginning or end of the list, not in the middle. Two of the data
structures useful in such silpations are stacks and gueues.”

Check your progress

Q1. What do you mean by Serial access memory? How many types of serial access memory
available?

2.6 Summary

In this wnk you kamt about Memory —Introduction, Memory Cel, Memory Organization, Read Only
Memory, and Serial Access Memory.

» Computer memory B the storage space in conpuler where data i to be processed and
mstructions required for processing are stored.
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Primary computer memory 8 made up of memory cells, where each memory cell coniains
exacily one mmber.

» A typical computer has millions of memory cells, and every memory cell has a name.

¢ A memory consists of 2 large mumber of memory celks, there has to be 2 way to keep track of
which cell & which,

e Regigters are menories bcated within the Central Processing Unit (CPU),

2.7 Review Questions

Ql. What B the role of memery in computer? Explain i detail

Q2. Define the term “Memory Cell” in detail with example.

Q3. What & the role of memory organimtion i the computer system? Exphlin with example.
Q4. Define Read Only Memory in detail

Q5. Define Serial Access Memory with example,
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UNIT-IIT

Memory in Physical Devices

Structure

3.0 Introduction

3.1 Physical Devices Used to Constnct Memories
3.2 Magnetic Hard Disk

3.3 Summary
3.4 Review Questions

3.0 Introduction

In this unit we focused on memory i physical devices. There are four sections i this unit In the
first section ie. Sec. 3.1 you will leam about Physical Devices Used to Construct Memories. As you
know computing any device, such as a disk, printer, modem, or screen, concerned with  input/output,
storage, etc. Often shortened to: peripheral devices. As you ako know that the memory, 2 memory s
just like a luman brain, It is used to store data and instruction. Computer memory & the storage
gpace in computer where data is to be processed and mstructions required for processing are stored.
The memory 8 divided into large mmwber of small parts. Each part 8 called a cell Each location or
cell has a wmique address which varies from zero o memery sze mims one. For examplk if
computer has 64k words, then this memory unit has 64 * 1024 = 65536 memory location. The
address of these locations varies from 0 to 65535. In Sec. 3.2 you will know about magnetic hard
disk i detail In Sec.3.3 and 3.4 you will find summary and review questions respectively.

Objectives

After studying this wmi you should be able to:

=  Define how to construct memories.
= Express magnetic hard disk

3.1 Physical Devices Used to Construct Memories

There are several different types of memory incomputer systems. There are physical memory and
virtual memory, and neither shoull be confised with hand drive space. Physical memory & the
random access memory, or RAM, in the system The amount of RAM in a system B modified by a
paging file set aside on your hard drive known as the vitual memory, which s wed in the same way
as RAM.
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What Is RAM

s RAM is a type of data storage device that the ceniral processing umit, or CPU, uses to access
information m any order. RAM & volatic memory and i lost when the system is powered
down. The more RAM a computer has the kess i will have to access the hard drive for data. The
RAM slots in the motherboard are directly comnected to the CPU through the system bus to
alliow for the fastest commmunication between the CPU and the RAM.

Where Is RAM

e There arc wsually two to four sbts in computer motherboards for RAM chips to be installed.
RAM varies in their megahertz rating, or speed, and the mumber of pins on the card that it into
the slots on the motherboard. The RAM must be both the same mmober of pins and a speed that
B compatble with the particular motherboard. RAM ako comes i different sizes i regard to
the amowtt of memory the RAM card has.

Addiny RAM

s The best way to upgrade your RAM & to open the case on your system and write down the
brand and model of the motherboard, printed somewhere on the main board iself Remove the
RAM cards from your system and bring them with you to the computer store, With the RAM

cards and brand end model of the motherboard, the computer salesman can look wp the type of
RAM you can use and provide you with choices as fo what type and how much you can add.

There are two basic types of RAM;
{i) Dynamic Ram
(i) Static RAM

Dynamic RAM: loses itz stored information in a very short time (for milisecond) even when power
supply i on. D-RAM’s are cheaper & lower.

Similir to a microprocessor chip it i8 an Integrated Circuit (IC) made of millions of transistors and
capacitors.

In the most common form of computer memory, Dynamic Memory Cell represents a single bit of
data. The capacitor holds the bit of inforrmation — a 0 or a 1. The transistor acts as a switch that lets
the conirol circuiity on the memory chip read the capaciior or change ils state. A capacior i bke a

MBA 3.51/94



sl bucket that is abke to store electrons. To store a 1 i the memory cell, the bucket & filled with
elkectrons.

To store a 0, & &5 enplied. The problem with the capacitor’s bucket & that it has a leak. In a matter
of a few milliseconds a fill bucket becomes empty. Therefore, for dypamic memory to work, either
the CPU or the Memory Controller has to come along and recharge all of the capacitors hokling it
before they discharge. To do this, the memory controller reads the memwory and then wriles it right
back. This refresh operation happens antomatically thousands of times per second.

This refresh operation & where dynamic RAM gets its name. Dynamic RAM has to be dynamically
refreshed all of the time or i forgets what it i holding. The downside of all of this reffeshing i that
it takes time and slows down the memory.

Statlc RAM: - uses acompletely difierent technology. S5-RAM retains stored inforrmation only as
long as the power supply s on Static RAM’s are costher and consume more power. They
have higher speed than D-RAMSs. They store mformation in Hip-Hope.

In static RAM, a form of flip-flop holds each bit of memory. A flip-flop for & memory cell takes four
or six tramsistors along with some wirmg, but never has to be refreshed. This makes static RAM
significantly faster than dynamic RAM, Howewer, because it has more paris, a static memory cel
takes up a lot more space on a chip than a dynarmic memory cell Therefore, you get less memory per
chip, and that makes static RAM a bt more expensive. Static RAM i fast and expensive, and
dynamic RAM i less expengive and slower, Static RAM i wsed to create the CPUs speed sensitive
cache, while dynamic RAM forms the larger system RAM space.

Some other RAMS are:

(n) EDO (Extended Data Qutput) RAM: In an EDO RAMS, any memery bcation can be accessed
Stores 256 bytes of data information into Tatches. The latches hold next 256 bytes of nformation so
that in most programs, which are sequentially executed, the data are available without waik states.

(b) SDRAM (Synchronous DRAMS), SGRAM= (Synchronous Graphic RAMs)} These RAM chips
use the same clock rate as CPU uses. They transfer data when the CPU expects them to be ready.

(c) DDR-SDRAM (Double Data Rate — SDRAM); This RAM transfers data on both edges of the
clock. Therefore the transfer mate of the data becomes doubles.

Virtual Memory

Virtual memory is a common part of most operating systemns on deskiop computers. It has become
80 common because it provides a big benefit for users at a very low cost.

In this article, you will learn exactly what virtval menory is, what your computer uses it for and bow
fo configure i on your own machine to achieve optimal performance.

Most computers today have something like 32 or 64 megabytes of RAM avaikable for the CPU to use

{see How RAM Works for details on RAM). Unfortunately, that amount of RAM & not enough to
rnm all of the programs that most users expect to nm at once.

For example, if you load the operating system, ane-mail program, a Web browser and word
processor imto RAM sinmiltancously, 32megabytes 5 pot enough to hold it all If there were no such

MBA 3.51/95



thing as virtual memory, then once you filled wp the available RAM your computer would have to
say, "Sorry, you camnot load amy more applications. Pkasc close another applhcation to load a new
one,” With virtual memory, what the computer can do i3 ook at RAM for areas that have not been
uwsed recently and copy them onto the hard disk This fiees up space in RAM to bad the new
application.

Because this copying happens autormtically, you don't even know it ® happening, and i mekes your
conmputer feel ke & bas unlmited RAM space even though & only has 32 megabytes installed.
Because hard disk space is so much cheaper than RAM chips, it abe has a nice economic benefit.

The read/write speed of a hard drive i much slower than RAM, and the technology of a hard drive is
not peared toward accessing small pieces of data at a time. If your system has to rely too heavily on

virtual memory, you will notice a significant performance drop. The key 8 to have emough RAM to
handle everything vou tend to work on simnkaneously -- then, the only time vou “feel” the showness
of virtual memory i when there's a shight pause when you're changing tasks. When that's the case,
virtual memory & perfect.

When i i mot the case, the operating systemn has to constantly swap mformation back and forth
betwveen RAM arxd the hard disk This s called thrashing, and # can make your computer
el mcredibly show.

Memory Management

I -
Cerenecencs SOEPR w cerecpeceq Ram Storage
T

Figore 3-2

The area of the hard disk that stores the RAM image & called a page file. It holds pages of RAM on
the hand disk, and the operating system moves data back and forth between the pages file and RAM.
On a Windows machine, page files have a .SWP extension,

Check your progress

Q1. What i a RAM? Definc the working of RAM.
Q2. Compare Static and Dynamic RAM.
Q3. What & the use of vitual memory?

MBA 3.51/96



3.2 Magnetic Hard Disk

A hard disk drive(HDD)is adata storage  devicewsed for storing and
refrieving digital infbrmation using  rapidly rofating discs  (platters) coated with magnetic material,
An HDD retains iis data even when powered off Data i read in a random-access memner, meaning
individusl blocks of data can be stored or retrieved n any order rather than sequentially. An HDD
consists of one or more rigid ("hard") rapidly rotating discs (platters) with magnetic heads arranged
on a moving actuator arm to read and wrile data to the surfaces.

Imtroduced byIBMm 1956, HDDs became the dommantsecondary storage device for general
purpose computers by the early 19605, Contimwously improved, HDDs have maintained this position
mto the modern era of servers and personal computers. More than 200 companies have produced
HDD units, though most current units are mamihctured by Seagate, Toshiba and Westem Digital.
Worldwide revemes for HDDs ghipments are expected to reach $33 billion in 2013, a decrease of
about 12% from $37.8 billion in 2012,

The primary characterstics of an HDD are is capacity and performance, Capacity B specified in unit
prefixes corresponding to powers of 1000: a 1-terabyte (IB) drive has a capacity of
1,000 gigabytes (GB; where 1 gigabyte = 1 bilion bytes). Typically, some of an HDD's capacity i8
unavailble to the user because it i used by the file systemand the computer operating system, and
possibly inbulll redundancy forerror correctionand recovery, Performance & specified by the time
to move the beads to a file (Average Access Time) plus the tine & takes for the file to move under s
bead (average latency, a finction of the physical rotational speed mrevolntions per mimie) and the
speed at which the file & transmitted (data rate).

The two most commen form factors for modern HDDs are 3.5-mchin deskiop computers and 2.5-
inch in laptops. HDDs are comnected to systems by standard nterface cables such as SATA (Serial
ATA), USB or SAS (Serial attached SCSI) cabks.

Ag of 2012, the primary competing technobgy for secondary storage & flash memoryin the form
of solid-state  drives (SSDg). HDDs are expected fo remmain the dominant mediom for secondary
storage due to predicted contimuing advaniages in recording capacily and price per uni of storage;
but SSDs are rephcing HDDs where speed, power consumption and durability are more important
considerations than price and capactty.

M agnetic recording

An HDD records data by magpnetzing a thin film of ferromagnetic materialon a disk. Sequential
changes in the direction of magnetization represent binary data biis. The data is read from the disk by
detecting the transitions in magnettzation, User data & encoded using an emcoding scheme, such

as nn-length  himited encoding, which determines how the data & represented by the mapnetic
transitions.
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A typical HDD design consists of a spindle that holds flat circular disks, ako called phtters, which
hold the recorded data. The platters are mmde from a non-magnetic material, vsually ahominum alloy,
glass, or ceramic, and are coated with a shallow hyer of magnetic materil typically 1020 onmm
depth, with an outer layer of carbon for protection. For reference, a standard piece of copy paper s
0.07-0.18 millimeter (70,000-180,000 mm).

Actuator Spindle motor

Power Supply

’ Connector

Swing arm
Magnetic head

Interface

Pratta Connector

(Magnetic disk)

Figure 3-4
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Figure 3-5
Recording of single magnetizations of bits on a 200MB HDD-platter (recording made visbk sing
CMOS-Mag View).

Longitudinal Recording (standard)

—

“Ring” writing alamaent
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Perpendicular Recording

Ul “Monopale” writing element

NN N, ﬂ”"'r‘rrﬂ! WLTUTRITRLLE] «— Recorcing raver
— Additional layer

Figure 3-6
Longitudinal recording (standard) & perpendicular recording diagram

The platters in contemporary HDDs are spam at speeds varying from 4,200 ipmin energy-cfficient
portable devices, to 15,000 rpm for high performance servers, The first HDDs spun at 1,200
rpmand, for many vears, 3,600 rpm was the norm Today, the platters in most consimer HDDs spin
in the range of 5,400 rpm to 7,200 rpm.

Infyrmation & writen to and read from a platter as & rotates past devices called read-and-wrile
heads that operate very close (oficn tens of namometers) over the magnetic surface. The read-and-
write head 8 used to defect and modify the magnetization of the material immediately under it.

In modern drives there 8 one head for cach magnetic phtter surface on the spindle, mounted on a
common am An actuator arm (or access arm) moves the heads on an arc (roughly radially) across
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the pltters ag they spin, allowing each head to access almost the entire surface of the platter as &
gpins. The arm & meved using a voice coil actuator or in some clder designs a stepper motor. Early
hard disk drives wrote data at some constant bits per second, resulting in all tracks having the same
amount of data per track but modern drives (since the 19908) use zone bit recording -- increasing the
write speed from immer to outer zone and thereby storing more data per track in the outer zones.

In modern drives, the small size of the magnetic regions creates the danger that their magnetic state
might be lost because of thermal effects. To counter this, the phtters are coated with two parallel
magnetic layers, separated by a 3-atom layer of the non-magnetic element ruthenum, and the two
layers are magnetized in opposite orientation, thus reinforcing each other. Another technology used
o overcome thermal effects to albw greater recording densities is perpendicular recording, first
shipped iIn 2005, and as of 2007 the technology was wsed in many HDDs.

Components

Figure 3-7

HDD with disks and motor lmb removed exposing copper cobored stator coik surrounding a bearing
in the center of the spindle mwtor, Orange stripe along the sile of the arm is thin printed-circuit
cabk, spindke bearing is in the center and the actuator s in the upper kft

A typical HDD has two electric motors; a spindle motor that spins the disks and an actuator (motor)
that positions the read/writc head assembly across the spiming disks. The dsk nwtor has an external
rotor attached to the disks; the stator windings arc ficed i place. Opposite the actuator at the end of
the head support arm 8 the read-write head; thin printed-circuit cables comnect the read-write heads
o amplifier electronics mowted at the pivot of the actuator. The head support arm & wery light, but
abo stiff m modem drives, acceleration at the head reaches 550 g.
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Figure 3-8
Head stack with an actuator coll on the kff and read/write heads on the right

The actoator ' a permanent  magnet and moving  coil motor that swings the heads fo the desired
posiion. A metal phte supporis a squat neodymim-iron-boron (NIB) high-fhe mmgnet. Beneath
this plate & the moving coil, often referred to as the voice coil by analogy to the coil in budspeakers,
which is attached to the actuator lwb, and bencath that & a second NIB magnet, mounted on the
bottom plate of the motor (some drives only have one magnet).

The voike coil isclf & shaped rather like an amowhead, and made of doubly coated copper magnet
wire, The imer hyer i msulafion, and the outer is thermophstic, which bonds the coil together after
i is wound on a form, making ¥ selfsupporting The portions of the cod along the two siles of the
amrowhead (which point to the actuator bearing center) mteract with the magnetic fiekl, developing a
tangential force that rofates the actuator, Current flowing radially outward along one side of the
airowhead and radially inward on the other produces the tangential force. If the magnetic field were
uniform, each side would generate opposing forces that would cancel each other out. Therefore the
sirfice of the magnet is half N pole, half § pole, with the radial dividing line in the middle, causing
the two sides of the coi to see opposie magnetic fields and produce forces that add mstead of
canceling Currenis along the top and bottom of the coi produce radial forces that do not rotate the
head.

The HDD's electronics control the movernent of the actuator and the rotation of the disk, and perform
reads and writes on demand from the disk controller. Feedback of the dove clectronics is
accomplished by means of special segments of the disk dedicated to servo feedback. These are either
conpkte concenitic circles (in the case of dedicated servo teclmology), or segmmenis interspersed
with real date (in the case of embedded servo teclmology). The servo feedback optimizes the signal
to noise ratio of the GMR sensors by adjusting the woice-coil of the actuated arm The spinning of
the disk also uses a servo motor. Modern disk firmware i capable of scheduling reads and wriles
efficiently on the platter surfaces and rermapping sectors of the media which have failed.

Ermror handling

Modem drives make exensive use ofemor comection codes (ECCs), particularly Reed—Solomon
error comection. These techniques store extra bits, determined by mathematical formuias, for each
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block of data; the exira bis allow nmany errors to be corrected invisibly. The extra bits thensebwes
take up space on the HDD, but allow higher recording densities to be emplbyed without causing
uncorrectable errors, resuking in much hrger storage capacily. In the newest drives of 2009, bw-
density parity-check codes (LDPC) were suwphknling Reed-Solomon; LDPC codes enable
performance close to the Sharnen Limit and thus provide the highest storage density available.

Typical HDDs attenpt to "remap" the data in a physical sector that B failing to a spare physical
sector—hopefully while the errors in the bad sector are still few enough that the ECC can recover the
data without loss. The SM.ART-SclFMonitorig, Analsis and Reporting Techmobgy system
couss the total mmber of errors n the entire HDD fixed by ECC and the total mmmber of re-
mappings, as the occurrence of many such errors may predict HDD fadhoe.

Capacity

The capacity of an HDD reported to an end user by the operating system s less than the amount
stated by a drive or system mamfacturer due to amongst other things, different umits of measuring
capacity, capacily consumed by the file system and/or redundancy.

Calculation

Because nmodern disk drives appear to their interfice as a contiguous set of logical blocks their gross
capacity can be calculted by multiplying the mumber of blocks by the size of the block. This
information ® available from the mamifacturer's specification and from the drive itzelf through use of
special utilities ivoking low level commands.

The gross capacity of older HDDs can be calcubted by mmiltiplving for each zone of the drive the
mmber ofcylinders by the mmober of heads by the mmnber ofsectors/zone by the mumber of
bytes/sector (most commonly 512) and then summming the totals for all zones. Some modern SATA
drives will also report cylinder-head-sector (C/H/S) vales to the CPU but they are no longer actnal
physical parameters gince fhe reported mumbers are constrained by historic operating-system
interfaces.

The old C/H/S scheme has been replaced by bgical bock addressing Tn some cases, to try to "frce-
fit" the C/H/S scheme to large-capacity drives, the ranvber of heads was given as 64, alhough no
maxdern drive has atywhere near 32 platters.

Redundancy

In modem HDDs, spare capacity for defect management 8 not inchiled in the publhed capacity;
however in many early HDIDg a certain mumber of sectors were reserved for spares, thereby reducing
capacily avaibble to end users.

In some systems, there mmy be hidden partiions used for system recovery that reduce the capaciy
avaiable to the end user.

For RAID subsystems, data integrity and falt-tolkrance requirements alko reduce the realized
capacity. For cxample, a RAID] subsystem will be about half the total capaciy as a resuk of data
mirroring. RAIDS subsysteme with x drives would lose 1/x of capacity to parity. RAID subsystens
are nultiple drives that appear to be one drive or more drives to the user, but provides a great deal of
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ful-tolerance. Most RAID wendors wse some form ofchecksume to improve data integrity at the
block lkevel For mamy vendors, this involves using HDDs with sectors of 520 bytes per sector to
contain 512 bytes of user data and eight checksum bytes or using separate 512-byte sectors for the
checksum data.

File system use

The presentation of an HDD to is host 8 determimed by its controller. This may differ substantially
from the drive's native iterfice particularly in mamffames or servers. Moedem HDDs, such as
SAS and SATA drives, appear at their interfices ag a contiguous set of logical blocks; typically 512
bytes long but the industry is in the process of chamging to 4,096-byte logical blocks; see Advanced
Format.

The process of initialzing these logical blocks on the physical disk pltters & called low level
Jormatting which i usmally performed at the factory and 5 pot normally changed m the field.

High level formatting then wriles the file system struchares into selected Jogical blocks to nmke the
remaining logical blocks availbble to the hostOS and is applications. The operating system file
gystemuses some of the disk space to organize fiks on the disk, recording ther file names and the
sequence of disk areas that represent the file, Examples of data stuctures stored on disk to refrieve
fies iwhde thefile allocation table(FAT) i the MS-DOSfile system and inodesin
mamny UNIX file systems, as well as other operating system data structures. As a consequence not all
the space on an HDD i availsble for user files. This file system overhead # usually less than 1% on
drives larger than 100 MB.

Form factors

Past and presemt HDD form factors

Capacity
Length ‘'Width  Height .. Matters Per
Form factor Status [m] m] |[mm] Largest capacity ) platter
[GB]
-19 or
3.5 Curert (146 106 |, , = 4TB(2011) 5 1000
5,7,
2.5 Curent (100  69.85 9.5,12.5,2TB (2012) 4 69
orls
1.8" Curert |71 54  |Sor8 |320GB(2009) 2 220
g \Obsokte (362  |2413 |117.5
525" \Obsokte 203 146 (826 |47GBL(1998) |14 3.36
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5.25" Obsokte (203 146 41.4 19.3 GBi(1998) 4 4.83

1.3" Obsokte 43 40 GB (2007) |1 40
1 H

(CFIVZIFADE- | Obsokte £ 20 GB (2006) |1 20
Flex)

0.85" Obsokte 32 |24 5 SGB(2004) |1 8

Mainframe and mincomputer hard disks were of widely varying dimensions, typically in free
standing cabinets the size of washing machines or designed to & al9" rack. In 1962, IBM
mtroduced its model 1311 disk, which used 14 inch (nominal size) phtters. This became a standard
size for mainframe and minicomputer drives for many years, Swuch large phtters were never used
with microprocessor-based systems.

With increasing sales of microcomputers having built i floppy-disk drives (FDDs), HDDs that
would fi to the FDD mountings became desirable. Thus HDD Form factors initially fHhllowed those
of B8-inch, 5.25-inch, and 3.5-ch floppy dBk drives. Because there were mo smaller floppy disk
drives, smaller HDD form factors developed from product offerings or industry standards.

8 inch

95mx4624inx 1425102413 mmx 117.5 mm x362 mm). In 1979, Shugart Assocites' SA1000
was the fist orm fictor compatible HDD, having the same dimensions and a compatble interface to
the 8" FDD.

5.25 inch

5.75in % 3.25in % 8 in (146.1 mm x 82.55 mm % 203 mm), This smaller form factor, first used in an
HDD by Seagate in 1980, was the same stz as fill-height 5%/4-inch-diameter (130 mm) FDD, 3.25-
inches high This is twice as high as "half height™, ie., 1.63 in (41.4 mm). Most desktop models of
drives for optical 120 mm disks (DVD, CD) usc the half height 5%4" dimension, but & £1l out of
faghion for HDDs. The Quanium Bighot HDD was the last to use i in the late 1990s, with "ow-
profle” (%25 mm) and "uira-bw-profile” (~20 mm) high vetsions.

3.5 inch

4mx1mx 575 (101.6 mm *x 254 mm x 146 mm) = 376.77344 o, This smaller form factor i
similar to that wsed in an HDD by Rodime in 1983, which was the same sze as the "half height” 32"
FDD, ie., 1.63 inches high, Today, the l-inch high ("slimline” or “bw-profile”) version of this form
Bctor & the most popubr form used in most desktops.

2.5 inch

2.75mx 0.275-0.59nx 3.945n(69.85 mmx 7-15 mmx 100 mm) = 48.895-104.775 cor. This
smaller form factor was introchkced by PraiieTek in 1988; there 8 no comesponding FDD, It came to
be widely used for HDDs in mobile devices (laptops, msk plavers, etc.) and for solid-state
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drives (SSDs), by 2008 replacing some 3.5inch enterprise-class drives. It &8 abo used i
the PlayStation 3 and Xbox 360video game comsoks. Drives 9.5 mm hish became an wmofficial
gtandard for all except the largest-capacity bptop drives (usmlly having two phiters iside);
12.5 mm-high drives, typially wih three platters, are used for mexitum capaciy, but will not fit
most laptop computers. Enterprise-class drives can bhave a height up to 15 mm Seagate released a
7mm drive aimed at entry level laptops and high end netbooks in December 2009.

1.8 inch

54mm x 8§mm x 7lmm = 30.672 e, This form factor, originally nfroduced by Integral
Peripherak in 1993, ewolved inio the ATA-7 LIF with dimensions as stated. For a time it was
ncreasingly used i digital andio phyers and subnotebooks, but iz popularity decreased to the point
where this form factor i increasingly rare and only a small percentage of the overall market,

1 inch

428 mm X 5mm X 36.4mm this form factor was ifroduced in 1999 as IBM's Microdrive to fit
iside a CF Type I sbt. Samsumg calls the same form factor "1.3 inch” drive mits product licrature.

0.85 inch

24mm % 5mm % 32 mm Toshiba announced this form factor in Jamuary 2004for use in mwobile
phones and simibr applications, nchiding SDMMC slot compatible HDDs optimized for video
storage on4G handsets. Toshiba mamubwctmed a 4GB (MK400IMID) and an 8 GB
{MKB003MTD) version and holds the Guinness World Record for the smallest HDD.

As of 2012, 2.5-inch and 3.5-iwh bard disks were the most popular sizes.

By 2009 all mamifactmers had discontimed the development of new products for the 1.3-inch, 1-
inch and 0.85-ixh form factors due to falling prices of flash memory, which has no moving parts,

Whike these smes are customarily described by an approximately comect figure in inches, actual sizes
have long been specified in millimeters,

Performance characteristics

Time to access data

The factors that limit the time to access the dataon an HDD are mostly related to the mechanical
natyre of the rotating disks and moving heads, Seek time it a measure of how bong i takes the head
assembly to travel to the track of the disk that contains data. Rotational latency i incwred because
the desired disk sector mey not be directly under the head when data trapsfer s requested. These two
delays are on the order of milliseconds each. The bit rate or data transfer mate (once the head 8 in the
right position) creates delay which 8 a fimction of the rmmber of blocks tramsferred; typically
relatively small but can be quite bng with the transfer of large contiguous fikes. Delay may ako
occur if the drive disks are stopped to save cnergy.
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An HDIYz Average Access Time®s 8 awerage Seek time which technically & the time to do all
possibke secks divided by the mumber of all possible secks, but in practice is determined by statistical
methods or simply approximated as the time of a seek over one-third of the mumber of tracks,

Defragmentationis a procedure used to minmize delay I refrieving data by moving related iems to
physically proximate areas on the disk. Some computer operating systems perform defragmentation
autonmtically. Akbough automatic defragmentation s imended to reduce access delays, performance
will be temporarily reduced whik the procedire s in progress.

Time to access data can be improved by increaging rotational speed (s reducing htency) and/or by
reducing the time spent secking Increasing arcal densiy increases throughputs by increasing data
rate and by icreasmg the amount of date ynder a set of bheads, thereby potentially reducing seek
activity for a given amount of data. Based on historic trends, analysts predict a fiture growth in HDD
arcal density (and therefore capacity) of about 40% per year. The time to access data has not kept wp
with throughput increases, which themselves have not kept up with growth m storage capacity.

Seek time

Average seek time ranges from 3 ms for high-end server drives, to 15 ms for mobike drives, with the
most common mobile drives at about 12mgand the most common desktop type typically being
around 9 1ms. The first HIDD had an average seek tine of about 600 ms; by the middle 1970s HDDs
were avaibble with seek times of about 25 ms Some early PC drives uwsed a stepper motor to move
the heads, and as a result had seek times as slow as 80-120 nw, tut this was quickly improved
by voke coiltype actmtion in the 1980s, reducing seck tinwes to around 20nw. Seek tine has
comtinued to Improve slowly over time.

Some deskiop and laptop computer gystems allow the user to make a tradeoff between seek
performance and drive noise. Faster seck rates typically require more energy usage to quickly move
the heads across the platter, cawsing louder nokes from the pivot bearing and greater device
vibrations as the heads are rapudly accelerated during the start of the seek motion and decekerated at
the end of the seek motion. Quiet operation reduces moverent speed and accekeration rates, but at a
cost of reduced seek performance.

Latency

Latency &8 the delay for the rotation of the disk to bring the required disk sector under the read-wrie
mechanism, It depends on rotational speed of a disk, measured in revolitions per minagte (rpm),
Average rotational kbiency 8 shown i the table below, based on the statistical relation that the
average htency in milliseconds for such a drive i8 one-half the rotational period.

Rotational speed Avernge Iatency
[rpm] [ms ]

15,000 2

10,000 3
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7,200 4.16
5,400 5.55

4,800 6.25

Data transfer rate

As of 2010, a typical 7,200-rpm desktop HDD has a sustained "disk-to-buffer” data transfer rate up
to 1,030 Mbits/sec. This rate depends on the track beation, the rate & higher for data on the outer
tracks (where there are more data sectors per rotation} and lower toward the inner tracks (where there
are fewer data sectors per rofation); and & penerally somewhat higher for 10,000-pm drives. A
current widely wsed standard for the “buffer-to-computer” interface & 3.0 Gbil/s SATA, which can
send about 300 megabyte/s (10-bit encoding) from the bufler to the computer, and thms is still
comfortably ahead of today's disk-to-buffer transfer rates. Data transfer rate (read/write) can be
measured by writing a large file to diEk using special file generator took, then reading back the file.
Transfer rate can be influenced by file system fragmentation and the layout of the files,

HDD data tramsfer rate depends upon the rotational speed of the phtters and the data recording
density. Because bheat and vibration limit rotational speed, advancing demsty becomes the mam
method to improve sequential transfer rates. Higher speeds require mere power absorbed by the
gleciric engine, which hence warms up more, Whike areal demsity advances by increasing both the
mmmber of tracks across the disk and the mmmber of sectors per frack, only the hiter increases the
data transfer rate for a given rpm. Siwe data framsfer rate performance only tracks one of the two
components of arcal density, is performance improves at a bwer rate.

Check your progress

Q1. Define the working of the mapnetic hard disk.
Q2. Explain form factors of the magnetic hard disk.

3.3 Summary

In this uni you learnt Physical Devices Used to Construct Memories, Magnetic Hard Disk

» The amount of RAM in a system &8 medified by a paging file set aside on your hard drive
known as the virtual memory.

* RAM & a type of data storage device that the central processing unit, or CPU, uses to access
information in any order.
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¢ RAM varies in their megabertz rating, or speed, and the mmober of pins on the card that fi
into the shts on the motherboand,

» A capacitor 5 like a small bucket that & able to store electrons. To store 2 1 m the memory
cel, the bucket i filled with electrons.

e A fip-flop for a memory cell takes four or six transistors along with some wiring, but never
bas to be refreshed.

3.4 Review Questions

Q1. Why we use RAM i computer system? Elaborate your answer.
Q2. Define the term paging with exanple.

Q3. What do you mean by flip flop? Describe iz working with example.
Q4, Write a short note on Virtual Memory,

Q5. Write a note on Hard disk drive with example.
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Disk Drives

Structure

4.0 Introduction

4.1 Floppy Disk Drives

4.2 Compact Disk Read Only Memory
4.3 Magnetic Tape Drives

4.4 Summary

4.5 Review Questions

4.0 Introduction

In this unit you will kearn all about the disk drives. In this wmit there are five sections. In the first
sections ie. Sec. 4.1 you will know about floppy disk drives. As you have studied earlier about
floppy disk drives and as you know a floppy dsk drive (FDD), or floppy drive, i8 a hardware device
that reads data storage information It was invented in 1967 by a team at IBM and wus one of the
first types of hardware storage that could read/write a portable device. FDDs are used for reading and
writing on removable floppy discs. Floppy disks are now oufdated, and have been replaced by other
storage devices such as USB and network file transfer, In Sec, 42 CD- Disk hes introduced, A
compact dsc [sometimes spelled disk] (CD) is a small, porable, roumdmedimn made of molded
polymer {(close in siz to the floppy disk) for ckctronmically recording, storing, and phying back
audio, video, text, and other information in digital form. Tape cartridges and CDs generally replaced
the phonograph record for plying back nwsic. At home, CDs hawe tended to replce the tape
cartridge although the ltter is still widely used in cars and portable pliyback devices. In Sec, 4.3 you
wil know about magnetic disk. In Sec. 44 and 4.5 you will find suomary and review questions
respectively.

Objectives
After studying this unit you should be ablke to:

Define floppyy disk drives
= Describe compact disk read only memory
=  Express magnetic tape diives

4.1 Floppy Disk Drives

A Floppy Disk Drive, or FDD or FD for short, 8 a computer dek drive that enables a user to save
data to removable diskettes, Although B" disk drives were first made available in 1971, the first real
disk drives uwsed were the 5 1/4" floppy disk drives, which were hter replced with 3 122" floppy disk
drives. Today, because of the hmited capacity and rehability of floppy diskettes many computers no
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longer come equipped with floppy disk drives and are being replaced with CD-R, other wriable
discs, and flash drives.

Parts of the Floppy Disk

The foppy dsk stores information from computers and has two main parts: the protective
components and recording components.

Protective Components
The protective components consst of the hovsing and shutter/spring.

Housing

A squarc protective outer plastic shell with two halves protects the inner contents of the floppy.
Y
o~ 7

Housing

o
Shutter Spring
Figure 4-1

Shutter and spring

The shiiter and the spring protect the nformation recorded on the disk. The shutier s a piece of
metal over the housing. It slides over when mserted into the floppy drive, allowing access to the
flioppy end its contenis. The spring closes the shitter once the disk & removed to keep fingerprints
and dust off the floppy

Recording Conponents

Several components inside the floppy relate to the recording process.

Magnetic Disk

The megnetic disk s a round piece of plstic coated with ron oxide, which can be magnetizd.
When you save information to & disk, a recording head creates a magnetic patiern on the ron oxide.

This patten stores your words or pictures in a form that the computer can read the next thme you put
the digk mn, However, if the write-protect tab i8 open, you cannot save data,
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Magnetic
disk
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Plastic flap

Figure 4-2
Write-Protect Tab

This litle plastic rectangle 8 in the upper right comer of most disks. It slides up to reveal a square
hole in the housing (or slides down, to cover the hole). When the hole & open, the disk i Jocked.
Your computer won't allbw you to add anything to the dsk.

Hub

The center of the magnetic disk comtains a metal lub contaiming holes. These hoks fit over spindles
inside the computer and hold the disk in place while i spins,

Paper Rings
The magnetic disk is sendwiched between two white paper rings. The two rings are gheed down to
the plastic bousing and stay stil while the disk spins. They clean the dsk by removing microscopic
bits of dust.
Plastic Flap

Under one of the paper rings & a plastic flap. One end i ghied down, and the plastic is bent a litthe,
Like a simple spring, it pushes the paper ring tight against the surface of the nagnetic disk

Working of Floppy Disk
The following six steps explain bow these parts of a floppy disk work to record data.
Step 1: Exposing the Recording Surface:

When you insert the floppy disk into the drive, the shutter moves to the side to expose the magnetic
recording surface on the disk
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Step 2: Sending Signals from the Circuit Board

Next, levers and gears move two read/write heads until they abmost touch the magnetic disk on either
gide. These heads, which are tiny electromagnets, use nwmgnetic pulses to change the orientation of
metallic particks embedded in the disk's coating.

Figure 4-3

The floppy drive's controllr board sends signals to the drive’s circuit board, inchdding data and
instructions for writing data to disk, The circuit board then translates the mstntions info signaly to
control the movement of the disk and the read/write heads.

Step 3: Checking for Write Protection

Next, the circuit board checks if the disk i write protected. If disk access B a write instruction, the
circuit board verifies that light is not visibk throush the write-protect notch. If the notch & open and
a beam from a light emitting diode can be detected, the drive knows the disk i3 write-protected and
refises to record new data.

Step 4: Spinning the Disk

Once the cicuit board verifies that data can be written, motor located beneath the disk m the drve
spins a shaft. The shaft then engages a notch on the disk’s lwb, causing the disk to spin.

Step 5: Positioning the Read/Write Heads

Signals from the circuit board then direct a stepper motor, which can fum a specific amount in either
direction. This mwtor positions the read/write heads over the correct location on the recording surface
of the dislc.

Step 6: Willing the Data

When the heads are in the correct posttion, electrical impukes create a magnetic fizld i one of the
heads. Data i written to eiher the top or bottom surface of the disk.
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4.2 CD-ROM Compact Disc Read Only Memory

Stands for "Compact Disc Read-Only Memory®” ACD-ROMi& a CD that can be read by
a computer with an optical drive. The "ROM" part of the term means the data on the disc & 'read-
only,” or cammot alier or crased. Becamse of this feature and their large capacity, CD-ROMs are a
great media format for refail software. The fist CD-ROMs could hold about 600 MB of data, but
now they can hold up to 700 MB, CD-ROMs share the same technology as awdic CDs, tut they are
ormatted differently, allowing them to store mamy types of data.

Since compact discs store audio m a digital format, they are suiable for storing other information
that can be represented mn a digial form In 1984, Philips and Sony released the Compact Disc Read
Only Memory (CD-ROM) specification, known as the Yellow Book. This defines the necessary
additions to the Red Bock for the storage of computer data. Any computer data can be pre-recorded
on a CD-ROM. The spectfication of a CD-ROM disc 8 summarized in Tablke-1

Table 1 CD-ROM Disc Specification

Parameter Valne Conmenty

Data capacity 656 MB For 74 minutes (688 x 10° bytes)
Raw data bitrate 1.41Mbits/s Inchides all bytes in sector

User data rate 150 kB/s At 1x speed

Block (sector) size 2,352 bytes

User data per sector 2048 With fill error comrection

Sector rate 75 sectors/s At 1x speed reading

Sector Modes lor2 See 3.1

Sector Forms lor2 Mode 2 only

CD-ROM discs are read by CD-ROM drives, which have been standard componenis of personal
computers and some games consoks for a mumber of years. DVD-ROM drives, which are now
replacing CD-ROM drives will also read CD-ROM discs. A CD-ROM has several advantages over
other forms of data storage, and a few disadvantages.
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The Mode 1 and Mode 2, Form 1 sectors are idemtical in capacity and error correction. The only
difference & the presence of the sub-header in the latter. In contrast Mode 2, Form 2 sectors include
no error correction, but the increased capacity (2,324 bytes instead of 2,048) i suitable for video or
audio data where occasional errors can be magked and do not cavse a probkem Mode 2 Form 2
sectors are used by the Video CD format, for exanple, for video data and by CD-i for andio, still
video and moving video data. For other applications and formats either Mode 1 or Mode 2 Form 1
only are used and the sub-header & not used.

Capacity of a CD-ROM

The capacity of a CD-ROM depends on whether & 5 a Mode 1 CD-ROM or Mode 2 CD-ROM XA,
Assuming the maxinum size 8 76 mimtes 30 seconds (as recommended) this means that there are
336,300 sectors on a CD -ROM. From this must be subtracted 166 sectors at the start of track 1 phw
a few sectors for the file system amounting to, say, 200 sectors leaving 336,100 sectors for user data.

* Mode 1 sectors contain 2048 bytes per sector giving a total capacity of 688,332,800 bytes or 656
MB.

*» Mode 2 sectors contain either 2048 or 2324 bytes per sector so will have 2 somewhat higher data
capacity depending on the mix of the two types of sector,

The above assumes a CD-ROM comprising a single frack in a single session For mmiltiple
track/session dsscs the data capacity will be reduced,

Check your progress

Q1. Why floppy disk needed? Explain itz componcnts.
Q2. Defire CD-ROM. Ako explain itz working.

4.3 Magnetic Tape Drives

Magnetic tape storage B offen the forpotten or ignored peripheral device until the first disk crash or
virus infection. In the carly days, when disk storage was small and expensive, magnetic tapes were
used for data processing as well as storage. A typical process would inchde reading data i from a
set of punched cards, These input records are sorted and written out to tape. Ofien the sorting process
requires the use of two tape drives to perform the sort merge operations as internal memory could be
quite Iomed. The sorted mput data tape & mowmted on one drive, the "old" master tape on the next
drive, and the updated output master on a third drive.

Today the main applications are for archive and backup, where the cost as well a3 volune per
megabyte & still much lower than amy other competing medium.

Classification and Application of Tape Drives

There are several ways of chssifying magnetic tape storage devices. One way & fo chssify them by
the mode of operation, viz block mode or streammg mode tape drives. Another way is to divide
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them according to whether the recording & done by a fixed or a rotating bead. The chart in Figuwe 4-
5 gives a finer chassification

MNamnetic tape

Mulri-mrack | serpantine

QIC Canridge QIC Mini-cartridge
strearning strexming block
Mult-track paralisl Archive QIC 24/150 Irwin QIC 40:30 Helical sceme
[ | |
Compact cassette 172" Rael, 9-track L Wideo cassete
black / strepming hlock / sraaming DS treiihg streaming
Tear ' Philps wtrack IBM  Cipher Dhgstal audio tape - ARDAT Exabyte

Figure 4-5
Start-Stop Blocked Mode

In the early years of data processing using computers, tape drives were used for the storage of data
files on a record-by-record basis. For updating a record or block of data is first read into the CPU,
cakulations performed, and an updated record i written back to the tape. Provided the block length
remains the same, the drive would rewind the tape by one block kength and the updated block written
back over the ol recond.

In this blcked mode of operation, data are recorded in fixed physical blocks of 512 to 4096 bytes.
Between each block there i3 an Inter-Record Gap (IRG) of up to (0.5 inch The magnetic tape
controller uses the IRG to locate the begmning of each block and can update or over-wrie data on
the tape on a block by block basis.

Obvinsly blocked mede operation plces a higher denmnd on the tape transport mechanism Tape
movement now comsists a sequence forward, stop, reverse, and stop operations i quick succession
In addiion, it has the capabilfy of searching for a specific block by skipping n the forward or
reverse directions.

Although blcked mode operation can be implemented on any kind of tape drives, & i uspally found
only in the large 1/2-inch fixed head mmilti-track drives and s few mimi-cartridge units. In the case of
the mini-cariridge unmits, additional sofiware & used to format the tape ite "tracks" and “sectors” so
that it erulates a floppy disk drive with a capacity of 20/40 Mbytes.

Table 2 pives the typical specifications of some popular IBM blocked mode 1/2-inch tape
drives.

IBM Product No. 726 3420 3480

FCS (First customer shipment) 1953 1973 1985
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Linear Demsity (BPI) 100 6250 38,000
Number of Tracks 7 9 18

Reel Capacily (MB) 22 156 200

Data Rate (KBytes/sec) 75 1250 3000
Recording Code NRZI GCR(0,2) GCR(0,3)
Tape Transport Vacuum Vacuum Cariridge

Figare 4-5. Half-inch vacuwum cohmmn magnetic tape transport shows the mechamism of & vacuum
column tape drive. Because of the start-stop operations, keeping the tape well tensioned across the
read/write head & non-trivial. Lower cost unils, rumning at low speeds of 45 ips, use spring-loaded
arms, but for the higher performance umits, a vacium cohmm 8 used. The lower pressure within the
column draws in excess slaick m the tape gently, without causing dammge by stretching, or physical

contact,

Tape ==

Capstan =i

Erase head—9-

Write head—#=
Fzad head

Capstan — =g

Figure 4-5
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Streaming Mode

When the primary application of tape drives & for the archiving and backup, the need to operate in
the start-stop mode & no bonger required. In such applications, a fike or set of files are written onto
the tape. If these files have changed, the updated versions are nommlly kept by re-wriing the
complkte files. No attempt 5 made to update just the affected records within the file. In this case
streaming mode tape drives can be used. Streaming tapes write conmplete files or groups of fiks as a
contimous "stream” of data. Akbough the actual data may be recorded in physical blocks, there & Do
support for locating and medifving a particular block on the tape and leaving the portions before and
after unafiected.

Tape motion & conirolled only in the forward direction for read, write or skip forward to file mark or
end of file. Reverse motion is used only to rewind the tape back to the begiming. We will consider
n tum the two curmrent tape drive mechanisms, the fixed head and rotary head machines, both
operating in the streaming mode.

Stationary Head Recordery

The ubiquious Walkman i an andic tape recorder with a stationary bead. Early digial tape drives
were adaptations of audio tape recorders. In fact normal andio recorders have been used for stormg
digital data by wsing the digital nformation to modulate tone signelk in the audio frequency range.
FSK, PSK and other modulation schemes have been used. However, digital tape drives normally
have different designs to optimize data storage density and transfer. In order to achieve high storage
efficiency, direct digial recording s used. The tape & moved rapidly across the head as the data
fransfr rate is a direct fimction of tape speed. Digilal tape drives nm the tape at over 45 ips
compered the several inches per second for andio umits.

As the recording track nms along the length of the tape, several tracks are laid cut i paralel On the
muli-track recorders, these tracks are recorded smmltancously using a head block with & mmber of
recording heads mounted in parallel

The QIC Standard

The QIC (Quarter-Inch Certridge) industry standard describes a stationary head, streaming mode
tape storage which is becoming increasingly popular because of its compact siz and large capaciy.
Howewer it has only two sets of read/wriie heads, one for each direction of tape movement. Parallel
tracks are obtained by physically moving the head perpendicularly across the width of the tape to
access a new track. Bach frack & written sequentially resulling in a serpentine pattern as can be seen
in Figure.
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QIC defines a mmber of standards, differing in capacity, as can be seen in Table 2.

QIC-24 QIC-15¢ QIC-525 QIC-1350
Capacity (formatted) MB 45 or 60 125 or 150 320 or 525 1.35GB
Track Format 9 18 26 30
Flux Density 10,000 fipi 12,500 fipi 20,000 fipi 38,750 fipi
Data Density 8,000 bpi 10,000 bpi 16,000 fipi 51,667 bpi
Tape Speed 90 ips 90 ips 120 ips 120 ips
Data Transfer Rate 90 112.5 240 600
KBytes/Sec
Recording Code GCR (0,2) GCR (0,2) GCR (0,2) RLL(L,7)
Track Width (in) 0.0135 0.0056 0.0070 0.0070
Tape Length (i) 450 or 600 600 600 or 1000 750
Soft Emror Rate 1 10° 1 10° 1 m 10° 1m 10°
Hard Error Rate 1 10" 1 10" 1m 16" 1m10™

Table-3

QIC-24 Cartridge Tape Drive

We shall use QIC-24 standard to bok at the various aspects of the QIC tape drive, Referring again to
Figure 4-6 the read/wrile operation is explained in the Hlowing section.

Read/Write Operation

1. When the tape B8 loaded, rewinding takes place. Tape is then forwarded to Begimning
of Tape (BOT), and head i positioned for Track 0.

2. On WRITE commend, tape i forwarded to the Load Point (LP). This & the begiming
of the recording zone and drive begins writing to tape on Track 0. Data i written bit
serial on one frack, In addition, during the writing on Track 0, the erase head &
enabled. Full track erase i performed by applying AC signal to the erase head abead
of the write head.
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Figure 4-6

Writing on Track 0 contimws il the Early Warning (EW) hok & detected. Drive stops
acccpting data from host. Recording stops when all remaining data in buffers are written to
tape.

Tape movement contimes in the forward direction wdil End of Tape (BOT) i reached. Erase
head i disabled. Read / Write head for Track 1 in reverse direction I8 selected.

Tape ¥ now meved in the reverse direction and recording begins when EW hoke detected.
Recording contimies untll the LP hok B detected.

When end of Track 1 is reached at BOT, tape bead 5 moved (down 0.048 mch from Track 0
to Track 2), and positioned at the next track, Head i moved across width of tape to read/write
the various data tracks by attaching i to a screw driven by a stepper motor, with resolution of
0.001 inch.

Tape movement i changed back to the forward direction and Track 2 & written,

Simiar procedures are wsed, akemating between forward and reverse directions and shiffing
the head after every par (F/R) of tracks.

10. The READ Operation & similar.

Data Block Format
8% I i
1 4 112
Preamble B 512 Bvtes of data B | B | Postamble
v v v
i i i
/] /] * 2L A
1 7 7
CRC
Data block marker Block address
Figure 4-7
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Figwe 4-7 shows the format of the data block used i the QIC-24 tape drives. The various
components comprising the block are described below:

a, Preamhle

This I8 a sequence of bytes wsed to synchronize the PLL to the data frequency. An under nm ocours
when during the write process, the data rate from the CPU i shwer than the write data rate, so that
the write buffer in the tape & empty.

Rather than stopping the tape, preambk bytes are written mfo this arca while waiting for the write
buffer to fll A bng preanble i used atbegiming of each track ako,

b. Data Block Marker GCR code '11111 00111
¢. Data Block

The 512 data bytes encoded as GCR 4/5.
d. Block Address

The block address consists of 2 4-Byte block address with track mumber, a control mbble and block
mmber starting with 1 on each track.

Lad

0 | 2

Track number o] ——  Elock number =

!

Control nybble

Figure 4-8
g. Cyclc Redundancy Check Character

A 2-Byte CRC character s cakulated over the 512 bytes of data and 4 bytes of block address using
the following polynominal:

CRC=x"®+x2+x +1
f Post ambk

MBA 3.51/121



A normal post amble of § - 20 fux tramwitions are recorded at maxinum density to act as a guard
band. Elongated post ambles of 3500 - 7000 fhx transiions are appended when an under run occurs.

Under run

If data from the host are internpted, or if data transfers from the host drop below 90 Kbytes/sec,
mder run oceurs and duplicate blocks maybe recorded. These duplicate blocks are transparent to the
host.

Reliability

The QIC standard has error processing and recovery sofiware incorporated in the firrmware. Their
operation is transparent to host and user. For each block of 512 bytes of data plus control data, a
cychic redundancy check (CRC) character 8 computed and recorded. The CRC generating

polynomial used is:

xXf+x2+x+1
A read check performed on each block of data as it i written, The read head & positioned 0.3 in, as
shown in Figure 4-9 afier the write head and & used for nommal reading and for the read-affer-write
checking. Based on the tape speed, this distance B equivalent to a delay of approximately 300 bytes.

400 -+
~— 300

[ T = CH0

YWite Reod Erose

Figure 4-9

Thus when the confroller i reading and checking block N, the next block, N+1 i already being
written to tape. The following, together with Figure 4-9 describes the protocol wsed in the error
processing and recovery procedure:

1. Drive begins writing block N (about 530 bytes long).

2. When block N reaches read head (300 bytes lter), read checking begins.
3. Wriing of block N completes with Block address and CRC.

4. After imter-block gap, block N+1 is written.

5. Read checking finds CRC error in block N.

6. Block N must be re-written, but block N+1 is already half-written.

7. Drive completes writing block N+1 and begins wiiting block N for second time. A second
copy of block N+1 is ako written.
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8. If there are no errors after second writing of block N during the read check, the tape drive
contimies with writing block N+1 and the normal sequence resumes.

9. Ifand error i found at the second write atteropt, a third copy of block N (and N+1) & written.

This repeated up to a total of 16 atterpts.

10. After 16 wmsuccessful atternpts, the write operation & abandoned.

11. In the READ mode, the last copy of cach block i taken as the valid copy.

K,
N-1 Ll k=1 M Nl

Low spesd drivas

N-1

I3 =1 1= 3 o

High density drivas

Figure 4-1{
QIC-02 Standard Electrical Interface
Op Code Command Op Code Command
01 Select Drive, Soft Lock OFF 80 Read
11 Select Drive, Soft Lock ON g1 Space Forward
21 Position o Beginning of tape &89 Space Reverse
22 Erase Entire Tape AD Read File Mark
24 Retension Cartridge Al Seck Exd of Data
40 Write Bn Read n File Marks
41 Write without Undernm Co Read Status
60 Write file Mark (FM) C2 Rin Self Test 1
80 Read CA Rim Self Test 2
Table—-4

In addition to the varous recording capaciy/format standards QIC abko defined & standard electrical
interface and a set of commands, designated QIC-02. These are shown in Table 4 and Figure 4-11
respectively. This means the same tape confroller and device driver B usable across the whok range
of tape drives whatever the capacity. The only change that may be required B8 to modify the capacity
parameter 0 that the software can determine when the next volume of tape needs fo be mounted.
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QIC-36 Standard Drive Imterface

A bw kevel elecirical interfice for the tape drive has albo been defined as the QIC-36 standard. This
is bagically the electrical and electromechanical inferface and does not iwlnde any intelligence in the
tape drive clectronics. Essentially this specifies the inferfaice between the read/write head, the motors
and sensors on the basic tape drive and the drive controller.

QIC-02 Interface

- Databus 0:7 b

_ Partv (opt)
=

Qo line > QIC-36 interface
Request E
Host | Raset 25 Tape controller
Transfer

o

| Acknowledge
. Ready @ Tape drive
_  Exception

_ Direction
g

Ground

Figure 4-11

Tape Drive Electronics

Figure 4-12 shows the fimctional block disgram of a typical QIC tape drive with a SCSI iderface.
The 8-bit microprocessor together with the custom VLSL provides complete conirol of the drive.
Memory consists of 16 Kbytes of programme in EPROM and 64 Kbytes of dynamic RAM for
buffering. The standard 5080 SCSI controller device operates under the control of the
microprocessor, negotiating handshake protocols, commands and data transfer with the host
computer. The VLSI brings together a mumber of finctions i one relisble package by reducing
component count. These are:

. DMA Controller, to handle data transfer from the host through the SCSI controller.

- Interrupt Controller

. Memory Access Coniroller, provides multiplexing of memory and address buses,
dynamic RAM reftesh and parity checking

. Read/Write Controller, in the wrie mode performs the read-affer-wrike finction to
verify cormrect wriing of data.

. Chock Generator, provides the various clocks for the microprocessor, SCSI iberface
and read/wrile phase clocks.

. Data Separator; when the data & read from tape, it i a mixhme of data and clock
signals. The read cirouit conditions and detects these signak which are then passed to
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Figure 4-13

Figure 4-13 show the general arrangement of the rotary-head recorder. Four heads are located on the
rotating drum, setup as two pairs of wrike/read heads. Differing from the standard VCR, the tape i
only wrapped around a 90°quadrant of the drum, which & rotating at 2000 rpm. The tape iself moves
forward at about 1 inch in 3 scconds. It will be scen that each head traces out a diagonal track on the
tape. By proper positionmg of the read head relative to the associated write head, a read-afier write
operation can be performed on the same track. The two sets of head and the tape speed are set up n
suwh a way that each set of heads writes adjacent tracks onmto the tape. The ANSI Digital Data
Storage (DDS) standard format has been proposed for the use of DAT for data storage. A typical
gpecification of a currently available DAT product & given in Table 3.

Product: Archive Python 4330XT
Capacity: 1.3 GBytes with 60m tape.
Sustained transfer rate: 183 Kbytes/sec, sustained.
Average access tme: 20 sec. seck time.

Small form factor: 312t

Standard recording format: ANSIDDS
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Low cost: Currently US$0.01 / Mbyte.
Interface: SCSI-1 and SCSI-2
Media 4 mmm. DAT Cartridge, 60/90m length
Packing demsity 1869 tracks/in,
Areal density 114 Mbits/sg. in.
Uncorrectable exror rete Using ECC, 1 10" bis.
Drum rotation speed: 2000 RPM
Tape speed: 0.32 n/sec.
Searchirewind speed 204 X normal speed
Head-to-tape speed: 123 m/sec, Helical scan (RDAT)
Table -5
DDS DAT Formmt

DDS DAT is the Digital Data Storage format for Digital Audio Tape, a standard format definition
which uses the DAT mn a streaming mode. There 8 a second format defined by Hiachi Data/DAT,
which supports random access. However Data/Dat has a bwer data tmsfer rate and less storage

capaciy.
Referring to Figure 4-14 it & observed that an area of the tape i allocated for device, reference and

vendor information. These are device and vendor specific. There are usually one or two data areas
and only one is shown here.

D='a fma

H30

Figmre 4-14

Data are organed mto groups, with each group comiainmg about 128 Kbytes divided imio 22 data
frames as shown on Figure 4-15, A DDS DAT device usually has a large buffer so that N groups of
data are written at a time.

ECXE [ret -

¥

——— OreGeup —
(27 oo i, oppox. 78 AyicE)

Figure 4-15
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Bxamination of Figare 4-16 ghows that each frame & made up of two tracks; frack A i writtenfread
by head A and track B by head B respectively, It can be noted that there & no inter-track gap, and
each track overlaps the previous track slightly. At the overlap, signak from one track will inierfere
with the signel from the other. To eliminate this sowrce of cross-falk interference, the heads are given
a small azmmith offset of 20°ffom the normal In the way, the component of noke from the
interfering track & strongly attemmted as there is a total disorientation of 40° between the write-head
A and read head B.

L [T+ e Tape Motlan

Vilrite Hoadg A - 7

20 Hdan o e - L - s
AEirmuth - bl J T
=g | T
(2 DAT Tracks — 1 Frame)} 3B DAT Tracks

Figure 4-16

Additional processing like interleaving and Reed-Solomon redundancy is wsed for emor correction
Tone bursts are recorded onto the ATF section. On read-back these signals are fod mio the track
bllowing circuits,. In operation, when head B is following track B, the piot tones from the two
adjacent A tracks arc sensed and the anplinde difference s use to more accuracy positon head B
over the track.

Check your progress

Q1, Define Magnetic Tape Drives in detail,
Q2. Explain data block format
Q3. Describe read-write operations.

4.4 Summary
In this wni you kearnt about Floppy Disk Drives, Compact Dk Read Only Menwory, and Magnatic
Tape Drives
* A Floppy Disk Drive & a conputer disk drive that enables a user to save data to removabk
diskettes.
The shutter and the spring protect the informmation recorded on the disk.
The magnetic disk & a round piece of phlstic coated with iron oxide, which cam be
magnetized.
A CD-ROM & a CD that can be read by a computer with an optical drive.
Magnetic tape storage & ofien the forgotten or ignored peripheral device uniil the first disk
crash orvims imfection.
4.5 Review Questions

Q1. What & a floppy diek? Why we use floppy disk drive?

Q2. Define all parts of a floppy disk with example.

Q3. What & difference between a Compact disk and a floppy disk?
Q4. Write a note on the Classification and Application of Tape Drives
Q5. Define data block format with exanple.
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Block - 3 : Processors & Their Specifications

This is the third block of this course based cn processors & their specifications. This block is very
important in terms of processors. It has detalled description about the processors and also focused
on processors specifications. This block has four following units.

This is the first unit of this block It has complete description about processor, Basic Processor Structure
which has these parts like ALU, Register File, Instruction Register, Contral Unit, Clock, Program counter,
Memory Address Register, Address Bus, Data Bus, Multiplexed Bus, Executing Instructions. In this unit we
also introduce about machine language and instruction set. We also told about the processors used in
desktops and laptops.

In the second unit we discussed about the specification of a desktop and laptop computer according to
availability in the market. This unit focused on specifications of processor, motherboard & chipset, memory,
interface & capacity of hard disk & DVD drives, |/0 ports. All these part are very important. With the help of
these parts you can assemble a new computer.

In the third unit we focused on the architecture of the computer. It also told about Memory, 1/0 Module,
Processorand data flow between-Memory to processor, Processor to memory, /O to processor, Processor
to 1/Q, 170 to or from memory. It focused on Bus Interconnection, Bus Structure, Data lines, Address lInes,
Control lines. This unit also describe about the Bus Hierarchies, Elements of Bus Design.

In the lastunitwe told about the Interrupt Structures, Multiprogramming, and Processor Features. We also
told aboutthe Dual-core Technology and about the Reduced Instruction Set Computers (RISC). This unit also
focused on virtual memory, Uses of Virtual Memaory, How Virtual Memary Works, Paging, Page Tables,
Translation, Translation Look aside Buffer (TLB)

As you study the material you will come across abbreviations in the text, e.g. Sec. 1.1, Eq.{| .I) etc.
The abbreviation Sec. stands for section and Eq. for equation. Figure, a. b refers to the bth figure of
Unit a, l.e. Flgure. 1.1 is the first figure In Unit 1. Similady, Sec. 1.1 Is the first secton in Unit 1 and
Eq.(5.8} Is the eighth equation in Unit 4. Similarly Table x. vy refers to the yth table of Unit x, l.e.
Table, 1.1 is the first table in Unit 1.

In your study you will also find that the units are not of equal-length and your study time for each
unit will vary.

We hope you enjoy studying the material and wish you success,
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UNIT-I

Processor

Structure

1.0 Introduction

1.1 Structure of Instructions

1.2 Description of a Processor

1.3 Machine Language

1.4 Instruction set

1.5 Processors used in desktops and laptops.
1.6 Summary

1.7 Review Questions

1.0 Introduction

In this unit we focused on the processors of computer. In this unit there are seven sections. In the

Sec. 1.1 you will know about structure of instructions. In Sec. 1.2 you will leam about processor, As
you know a processor is the logic circuitry that responds to and processes the basic instructions
that drive a computer. The term processor has generally replaced the term central precessing unit
{CPU). The processor in a personal computer or embedded in small devices is often called a
microprocessaor. In Sec. 1.3 you will leam about machine language. Machine language is the lowest-
level programming language (except for computers that utilize programmable microcode). Machine
languages are the only languages understood by computers. In Sec. 1.4 we focused on Instruction
set. In the next section Sec. 1.5 we describe processors used In desktops and laptops. In Sec. 1.6
and 1.7 you will find summary and review questions respectively,

Objectives
After studying this unit you should be able to:

# Define structure of Instnuctions, and description of a Processor
« Explain Machine Language and Instruction set
« Express Processors used in desktops and laptops.

1.1 Structure of Instructions

Before we look at basic processor structure, we need to briefly touch on two concepts: von
Neumann machines and pipelined, clocked logic systems.

Von Neumann machines

In the early 1950s, John von Neumann proposed the concept of a stored program computer - an
architecture which has become the foundation for most commercial processors used today. In
a von Neumann machine, the program and the data occupy the same memory. The machine has
a program counter [PC) which points to the current instruction in memory. The PC is updated on
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every Instruction. When there are no branches, program Instructlons are fetched from sequential
memory locations. (A branch simply updates the PC to some other locatlen in the program
memory.) Except for a handful of research machines and a very small collection of commercial
devices, all of today's commercial processors work on this simple principle.

Synchronous Machines

Again, with a very few exceptions - a handful of research and a small number of commercial
systems - most machines nowadays are synchronous, that is, they are controlled by a clock.

Datapaths

]
]

b el ics

Block

bl

Hegister
Register

Combinatorial
Block
Register
Combinatorial

[

—P
—P
= b

Clock

Figure 1-1

Reglsters and combinatorial logle blocks altemate along the data-paths through the machine. Data
advances from cne register to the next on each cycle of the global clock: as the clock edge clocks
new data into a register, its current output {processed by passing through the combinatorial block)
is latched into the next register in the plpeline. The registers are master-slave flip-flops which allow
the input to be isolated from the output, ensuring a "clean" transfer of the new data into the
register. {Some very high performance machines, eg DEC's Alpha, use dynamic latches here to
reduce propagation delays, cf Dobberpuhl et ol.} In a synchronous machine, the slowest possible
propagation delay, tp¢™ , through any combinatorial block must be less than the smallest clock
cycle time, & - otherwise a pipeline hazard will occur and data from a previcus stage will be
clocked Into a reglster again. If toe < £pg for any operation in any stage of the pipeline, the clock
edge will andve at the reglister before data has propagated through the combinatorial block.

Elock

Register

Combinatorial

—
—

Figure 1-2

Of course, there may also be feedback loops - in which the output of the current
stage is fed back and letched in the same register: a conventional state machine.
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This sort of logic is used to determine the next operation {{e next microcode word
or next address for branching purposes).

Baslc Processor Structure

Here we wil consider the basic structure of a simple processor. We will examine
the flow of data through such a simple processor and identify botienecks in order
to understand what has guided the design of more complex processors.

Here we see a very simple processor structure - such as might be found in a
small 8bit microprocessor. The various components are:

L
Adidrens

Figure 1-3
AlLU

Arithmetic Logic Unit - this circuit takes two operands on the inputs (labeled A and
B) and produces a result on the output {labeled Y)}. The operations wil usually
include, as a minimum:

= add, subtract

« and, or, not

« shift right, shift left
ALUs in more complex processors will execute many more instructions.
Reglater Flie

A sel of storage locations (reglsters) for storing temporary results. Early machines
had just one register - usually termed an accumulator. Modern RISC processors
wil hawe at least 32 registers.

Instruction Reglster

The instruction currently being executed by the processor is stored here.
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Control Unit

The control unit decodes the instruction in the instruction register and sets signals
which control the operation of most other units of the processor. For example,
the operation code {opcode} in the instrucion will be used to determine the
selings of confrol signals for the ALU which determine which operation {(+,-
ST shift, efd) it performs.

Clock

The vast majority of processors are synchronous, that is, they use a clock signal
to determine when to capture the next data word and perform an operation on it
In a globally synchronous processor, a common clock needs to be routed
(connected) to every unit in the processor.

Program counter

The program counter holds the memory address of the next instruction to be
executed. It s updated every instruction cycle to point to the next instruction in the
program. {Control for the management of branch instruclions - which change the
program counter by other than a simple increment - has been omilted from this
diagram for clarity. Branching instructions and ther effect on program execution
and efficiency will be examined extensively later.

Memory Address Register

This register is loaded with the address of the next dala word W be feiched from
or stored into main memory.

Address Bus

This bus i wused 1o ftransfer addresses to memory and memory-
mapped peripherals. It is driven by the processor adling as a bus master.

Data Bus

This bus carries data to and from the processor, memory and peripherals. It wil
be driven by the source of data, /& processor, memory or peripheral device.
Multiplexaed Bus

Of necessily, high performance processors provikle separate address and data
buses. To Imit device pin counts and bus complexity, some simple processors
multiplex address and data onio the same bus: naturally this has an adverse effect
on performance.

Executing Instructions

Lets examine the steps in the execuiion of a simple memory fetch instruction, eg
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101cis: w $1,0($2)

This instruction tells the
processor to take the address
stored in register 2, add 0 to it
and load the word found at that
address in main memory into
register 1.

In this, and most folowing, examples, we'll use
the MIPS instruction set.

This is chosen because
« it's simple,

+« it exisls in ons widely available range of
machines produced by SGI and

+« There i8 a public domain simulator for

MIPS machines, which we wil use for
some performance studies.
As the next instruction t be|For convenience, most numbers - especially

executed (our M instruction} is
at memory address 101cig, the
program counter contains 101c.

memory addresses and instruction contents - will
be expressed in hexadecimal. When orders of
magnitude and performance are being discussed,
decimal numbers wil be used:. this will generaly
be obvious from the context and the use of
exponent nolations, eg 5 x 10'2,

Exacution Steps

Table 1-1

1. The confrol unit sets the multiplexor to drive the PC onto the address bus.

2. The memory unit

responds

8c41000045 - the w

by  placing

$1,0($2) instruction as encoded for a MIPS processor - on the data bus
from where it is laiched into the instruction register.

3. The control unit decodes the instruction, recognizes Rt as a memory load
instruction and directs the register fie to drive the contents of register 2
onto the A input of the ALL and the value O onio the B input. At the same
time, it instructs the ALU to add its inputs.

4. The ouiput from the ALU

is latched into the MAR. The controller ensures

that this value is directed onto the address bus by setting the multiplexor.
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5. When the memory responds with the value sought, it is captured on the
internal data bus and letched into register 1 of the register fie.

6. The program counter is now updated to point to the next instruction and the
cycle can start again.

1.2 Description of a Computer Processor

The central processing unit {CPU) is responsible for execution and interpretation of

commands from a computer's hardware and sofiware system. It is often called the

"brains” of the computer arx also acts as a "raffic cop” in routing information in

and out of the processor.

Size

= Most CPUs are typically small. This is a stark contrast to just a generation ago
when CPUs were units that encompassed an entire room. Today's mainframes
consist of smaller CPU units, which can also be found in home computers. The
CPU is inseried on the computers' "motherboard.”

Arithmetic Logic Unit

e The arithmetic logic unit (ALU} component of the CPU carries out mathematical
functions of addiion, multiplication, dimision and subtraction. When a person
calculates an item on a spreadsheet, the ALU section of the CPU is used to
produce results.

Control Unit

» The control unit regulates the flow of information through the computer
according 1o memory and precessor speed. The control unit also tells the data
where to go to when the system is caling for a response.

Registers

= Registers hold dala to be processed by the CPU. A register consist of an
instruction pointer which directs the CPU 1o the memory location to where
information is stored. The information is then routed through the processor.

Check your progress
Ql. Exphin Basic Processor Structure.

Q2. Define ALU, CU and Registers.
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1.3 Machine Language

169 1 160 0 153 0 128 153 0 129 153 130 153 0 131 200 208 241 96
BASIC

5 FOR I=1 TO 1000: PRINT "A";: NEXT |
These two programs both print the letter "A" 1000 times on the screen. The ML
version takes up 28 bytes of Random Access Memory (RAM). The BASIC wversion
takes up 45 bytes and takes about 30 tmes as long 1o finish the job. f you want
to see how quickly the ML works, you can POKE those numbers somewhere inio
RAM and run the ML program with a SYS (Commodore computers) or USR (Atari)
or CALL (Apple). In both BASIC and ML, many instructions are followed by an
argument. The instructions SYS and CALL have numbers as their arguments. In
these cases, the instruction is going to turn control of the computer over to the

address given as the argument. There woulkd be an ML program waiting there. To
make it easy to see this ML program's speed, we'll load it into memory without yet
knowing much about if.

A disassembly is like a BASIC program's LIS Ting. You can gwe the staring
address of an ML program o a disassembler and it will translate the numbers in
the computer's memory info a readable series of ML instructions. See Appendix D
for a disassembler that you can use to examine and siudy ML programs.

Program 1-1 64 Versions

Newer model 64%s need o have the color registers sef before running this program
o see the effect on the fufl screen.

1 REM COMMODORE 64 VERSION

800 FOR AD=40000TO40019:READDA:POKE
AD,DA:NEXTAD

805 PRINT'SYS 40000 TO ACTIVATE"

810 DATA169,1,160,0,153,0

DATAM, 153,0.,5,153,0

830 DATAS,153,0,7,200,208

840 DATA241,96

Why Machine Language?

Sooner or later, many programmers find that they want to learn machine language.
BASIC is a fine general-purpose tool, but it has its limitations. Machine language
(often called assembly lenguage} performs much faster. BASIC is fairly easy to
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learn, but most beginners dc not realize that machine language can alkko be easy.
And, just as learning [talian goes faster ¥ you already know Spanish, if a
programmer already knows BASIC, much of this knowledge will make learning
machine language easier. There are many similarities.

This block is designed to teach machine language to those who have a working
knowledge of BASIC. Folowing each i a machine language routne which
accomplishes the same task. In this way, if you know what you want to do in
BASIC, you can find out how to do it in machine language.

To make it easier to write programs ih machine language, most programmers use
a special program called an assembler. This is where the term "assembly
language” comes from. ML and assembly language programs are both essentially
the same thing. Using an assembler 1o create ML programs is far easier than
being forced to look up and then POKE each byte into RAM memory. That's the
way it used to be done, when there was too litle memory in computers to hold
languages (ke BASIC or Assemblers) at the same time as programs created by
those languages. That okl style hand-programming was very laborious.

There is an assembler {in BASIC) at the end of this book which will work on
most computers which use Microsoft BASIC, including the Apple, PET/CBM, VIC,
and the Commodore 64. There is also a separate version for the Afari. It will let
you type in ML instructions (ke INC 2} and wil translate them into the right
numbers and POKE them for you wherever in memory you decide you want your
ML program. Instructons are like BASIC commands; you build an ML program
using the ML "instruction set™ A complete table of al the 6502 ML instructions
can be found in Appendix A.

its a litle premature, but if you're curious, INC 2 will increase the number in your
computer's second memory cell by one. If the number in cel 2 i 15, it wil
become a 16 after INC 2. Think of it as “increment address two."

Throughout the book we'll be learning how to handle a variety of ML instructions,
and the "Simple Assembler" program wil be of great help. You might want to
famiiarize yourself with it Knowing what it does {and using it 1o try the examples
in this book), you wil gradually build your understanding of ML, hexadecimal
numbers, and the new possibilities open to the computers who knows ML.
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1.4 The Instruction Set

The instruction set, also called instruction set architecture (ISA), is a part of the
computer that is related to programming, which is basically machine language. The
instruction set provides commands 1o the processor, to tel it what it needs o do.
The instruction set consists of multiple pieces, including addressing modes,
instructions, native data types, registers, memory architecture, interrupt and
exception handling, and external 1/O.

An example of an instruction set is the x86 instruction sel, which is common to
find on computers today. Different computer processors can use aimost the same
instruction set, whie stll having wery different internal design. Both
the Intel Pentium and AMD Athlon processors use nearly the same x86 instruction
set. An instruction set can be built into the hardware of the processor, or it can
be emulated in software, using an interpreter. The hardware design is more
efficient and faster for running programs than the emulated software version.

Examples of instruction set
» ADD - Add two numbers together.
» COMPARE - Compare numbers.
» [N - Input nformation from a device, e.g. keyboard.
» JUMP - Jump to designated RAM address.
+ JUMP IF - Conditional statement that jumps to a designated RAM address.
+ LOAD - Load information from RAM to the CPU.
« OUT - Output information to device, e.g. monitor.
+ STORE - Siore information to RAM.

Check your progress

Q1, Why Machine Language needed?
Q2. Define the Instruction Set
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1.5 Processors used in desktops and laptops

Intel, AMD & ARM Processors

An overview of notebook and desktop processors offered by Intel and AMD, brief
coverage given to ARM whose processors are found in tablets and smariphones.

. Purpose/Overviaw

The purpose of this document is to demyslify the role that the processor plays in
popular consumer electronics, especially laptops and deskiop computing systems.
Further, this document offers a breakdown of the current state of the processor
market—particularly, highlighting the companies, Intel and AMD and how their
current product lines size up against each other. Though the smphasis of this
document is deskiop computing, the spike in relevance of the smariphone and
tablet makes mention of mobile processors useful, hence, ARM-a leader in mobie
processing is profiled as well Also provided a chart that classifies these
processors for the purposes of helping you decide on a system appropriate for
your needs. Finally, we provide a section dedicated to demystifying some of the
technicaVmarketing jargon that fossed around as companies introduce new
product ines.

Il. Why Does the Processor Matter?

The microprocessor—or commonly, the CPU or just processor—is the bran of a
computer. It performs many calculations behind the scenes, ultimately allowing you
to complete tasks as frivial as composing an e-mal to tasks as intensive as data
analysis and modsling. Processors are encountered in many forms of consumer
electronics. Most familiar 0 many are notebook and deskiop computers as well as
mobie devices such as smariphones and tablets. Though the processor is just one
of the many physical components that comprise these products, it arguably the
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most central to determining ther owverall "usefulness" into the future as sofiware
requirements become increasingly demanding.

Unlike other components of a notebook computer, the processor is a fixed
component This iIs in contrast o RAM and hard disk storage which can be
upgraded in many cases. Therefore, another consideration is the fact that the CPU
you choose will be the same throughout the life of the system. This implies that
as applicatons and operating systems become more sophisticated, the compuler's
abiity to handle them wil be directly affected by the purchase decision made all
that time ago. This choice may mean the difference beiween a systems that is
useful for another year or two versus one that is not. A final consideration in
choosing a CPU the suggested or minimum requirements of the important
software to be used as well as any academic depariment recommendations as a
guide as to the relative kind of computing performance expected for a particular
field of study.

lll. Companies
0 Intel

If there was a single semiconductor chip maker the average consumer is aware of
it would bkely be Intel If not for the famous Intel "chime" as heard in many
television commercials throughout the years then definitely for the fact that it would
be difficult not fo encounter its technologies in some form whether at work, school
or otherwise. Intel is the premier chip maker for personal compulers—companies
such as Apple, Del, HP, Samsung, and Sony have product lines that depend on
the processors that Intel produces. Intels processors generally offer the best
performance for allaround usage. This has been especially the case the last
several years with the infroduction and evolution of Intels Core series product line.
Currently, Intel's flagship consumer product line consists of mobile and deskiop-
grade Core i3, Core 5 and Core i7 processors now in their second generation
(dubbed "Sandy Bridge"}. The third and latest generation of these processors
(dubbed “lvwy Bridge™ began to roll out for release late April 2012. The biggest
difference between these itwo generations amounis to a moderate improvement in
allaround computing performance but a substantial improvement in integrated
graphics performance. Another significant feature Ilvy Bridge adds is native USB
3.0 support, overtaking USB 2.0.
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() AMD

Though not considered the behemoth in the personal computing space as Intsl,
AMD s a decisive runner-up—and arguably the only true competitor Intel has in
this domain. After spending much of the early to middle 2000's as being the
performance and value leader with their Athlon 64 line of personal computing
processors, AMD—unable o mimic this success in more recent years, has shifled
their focus towards both enthusiast and budget-oriented system configurations. As
a result AMD considered to be a viable alternaive to Intel. Their current
offerings are flanked by the Phenom series processors and Fusion APU
processors. The Fusion APU {AMD A-Series) is a relatively new platform (as of
2011 and ongoing) that attempts tc merge high-end graphical capabilties on the
same chip as the processor. This means if your work or play requires a powerful
graphics card, then AMD can potentialy offer a cost sffeclive alternative.

() ARM

The increased need for mobile productvty and entertainment has given rise to a
relatively new class of devices: smartphones and tablets. ARM is wellFknown for
the design of mobile, power-efficient processor designs. In recent years it has seen
is iechnology used in the products of many prominent elecironics companies.
Apple's A4/AB/ABX, Nvidia's Tegra, Samsung's Exynos and Texas Instruments’
OMAP products all integrate ARM processors into what is known as a system-on-
a-chip (SoC). SoCs merge many of the essential components of a computer (such
as the CPU, RAM, ROM eic.) on a single chip which alows devices that utiize
them to be lightweight and compact These SeCs hawe gone on to be
implemented in blockbuster products such as Apple’s iPhone and iPad or
Samsung's series of Galaxy phones. ARM's presence as the CPU and architecture
of choice on many mobile devices cannot be understated as estimates put their
numbers in the billicns.

IV. Banchmarka

It is important to note that there are a considerabls amount of details that factor
into the owerall performance of any given processor beyond frequency (GHz). This
is not a valid way to compare most processors, especialy between competing
companies and between generations. For example, an Intel Pentium 4 (a processor
that is generations bsehind any current Intel i-series processor) running at 3.8 GHz
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is much slower compared than any i3, i5 or i7 running at lower GHz—the biggest
reason for this the improvement in architechure allowing for increases in the
number of cores as well as improvements in other features (such as cache
memory and bus technology) that alow the modern CPU o get more work done
in a given clock cycle. Hence, it s more useful o compare frequencies and
number of cores of processors across the same product line.

CPU benchmarking involves running a specific software tool or suite of tools which
allow users to 'distif an oweral performance rating that can be used io rank
against other processors.

V. Notable Features Demystifled

In this section, we breakdown the praclical meaning of some notable technical
features included in the various processors available. The vast majority of these
features periain to how a given processor is able 1o attain a performance boost
over either its competitors or previous generations of products.

Feature Explanation Processors Using
Feature

Intel Features

Hyper-Threading Improves the performance by allowing | Core i7, Core i5,
(HT) the operating system to improve its| Core i3, Atom
abiity t ‘'mulitask’ processes more
inteligently. One physically present core
is treated as two logical cores which
share workloads between each other.
Hence, a dualcore with HT has 4
logical cores and a quad-core has 8
logical cores.

Turbo Boost Allows the processor o inteligently and | Core i7, Core 5
dynamically owerclock a core(s) such | {Moble DualCores
that thermalpower constraints are not| only)

violated. For example, a dual core

MBA 3.51/ 147




processor with Turbo Boost can
overclock one core to much higher
frequencies while decreasing speed of
the other core; in some situations this
can improve performance.

QuickPath
Interconnect {QPI}

An Intel technology which replaced Front
Side Bus (FSB} -- similar in purpose to
AMD's competing Hyper Transport
technology.

Implemented in
fashion
Intel

some
across all
core iX series

Tri-Gate
Transistor

(3D}

A new fabrication technology
implementsd for mass production for the
frst time in 2012 with |w Bridge.
Essentialy, increases the surface area
of each transisior on the chip whie ako
reducng power leakage which on the
whole significantly decreases power
consumption and improves performance.

lvy Bridge (2012)
iX series

vPro

Synchronizes remote deskiop, securily,
and other muli-station support features.
Decreases desk-side maintenance visits.

Current
processors

Execute Disable Bit

Prevents certain viruses from infecting
the system by Ilabelng some data
"executable."

Current
processors

AMD Features

Hyper Transport

A fealure that helps minimize the
number of buses in a system. This can
reduce system ‘botienecks'’ and allow
microprocessors 1o use system memory
more efficiently.

All
processors

current
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Cool'n’ Quiet Reduces heat and noise of processors| Phenom | & I,

alowing for increased energy efficiency. | Athlon, Sempron
{with exceptions)

Turbo Core Turbo Core allows for contextual| Phenom Il X8,
overclocking of the processor to optimize | Trinity APUs
performance subject to electrical and
thermal requirements/specifications.

CoolCore Limits unused elements of the processor | Phenom | & I,

such that power is conserved -- allows
for increased notebook battery life on a
single charge.

Turion

Table -2

Check your progress

Q1. Why Does the Processor Maiter? Explain.
Q2. Compare features of Intel and AMD processor.
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1.6 Summary

In this unit you learnt about Structure of Instructions, Description of a Processor,
Machine Language and Instruction set, Processors used in desktops and laptops.

» Registers and combinatorial logic blocks altemate aleng the data-paths
through the machine.

s AllUs in more complex processors will execute many more instructions.
« A set of storage locations (reglsters) for storing temporary results.

+ The control unit decodes the instruction in the instruction register and sets
signals which control the operation of most cother units of the processor.

e« The vast majorily of processors are synchronous, that is, they use a dock
sighal 1o determine when to capture the next data word and perform an
operation on it

1.7 Review Questions

Q1. Define structure of instructions in detail.

Q2. Write a short note on ALU, CU, Registers, Flip flop with example.
(3. Write a short note on “Description of processors”.

Q4. What do you mean by machine language? Why we use i?

Q5. List the name of processors currenty used in deskiop and laplops.
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UNIT-II

Specifications of Computer

Structure

2.0 Introduction

2.1 Specification of a desktop computer currently avaiable in the market
2.2 Specification of a laptop currently available in the market

2.3 Summary

2.4 Review Questions

2.0 Introductlion

This unit focused oh computer specifications. There are foursections in this unit In
the first section i.e. Sec. 2.1 you will get knowledge about the Specification of a
deskiop computer currently available in the market. As you know a deskiop
computer is a personal computer designed for regular use at a single location on
or near a desk or table due to its size and power requirements. The most
comimon configuration has a case that houses the power supply, motherboard (a
printed circuit board with a microprocessor as the ceniral processing unit, memory,
bus, and other selectronic components), disk storage {usualy one or more hard
disk drives, optical disc drives, and in early models floppy disk drives); a keyboard
and mouse for input; and computer monitor and printer for output. The case may
be oriented horizontally and placed atop a desk or werlically and placed
underneath or besikle a desk. An alkin-one deskiop computer iypically combines
the case and monitor in one unit In Sec. 2.2 you wil know about specification of
a laptop currently available in the market As you know a notebocok computer is a
batiery- or AC-powered personal computer generally smaller than a briefcase that
can easily be transported and conveniently used in temporary spaces such as on
airplanes, in libraries, temporary offices, and at meetings. A notebook computer,
sometimes called a laptop computer, typically weighs less than 5 pounds and is 3
inches or less in thickness. Among the best-known makers of notebook and laptop
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computers are IBM, Apple, Compaq, Del, Toshiba, and Hewlett-Packard. In Sec.
2.3 and 2.4 you wil find summary and review questions respectively.

Objectives

After studying this unit you should be able o

« Define spedification of a deskiop computer currently available in the market
« Describe specification of a laptop currently awvailable in the market

2.1 Specification of a desktop computer currently available in the market

Product number
KQ497AA
Release date
13-May-2008
Motherboard
IPIEL-LB (Benlicia)

Figurs 2-1 Mother Board

* Manufacturer: Asus

# Form factor: micro ATX - 24.4 cm {9.6 inches} x 24.4 cm (9.6 inches)
« Chipset:

* Northbridge chipset: Intel G33 Express
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» Southbridge chipset: Intel ICHIR

s Memory sockets: 4 x DDR2

* Front side bus speeds: 1333/1066/800 MHz
* Processor socket: 775

* Expansion Slots:

» 1 PCl x16 slot for graphics card

s 2PClxlslots

¢ 1PClslot

Processor

Intel Core 2 Quad Q6700

(intel)

FAgure 2-2 Processor
¢ QOperating speed: Up to 2.66 GHz
» Number of cores: 4
s Socket: 775
s Bus speed: 1066 MHz
Processor upgrade information
Motherboard supports the following processor upgrades:
¢ Intel Core 2 Quad (Y) Q9x00t
¢ Intel Core 2 Duo (W) ESon
s Intel Core 2 Quad (K) up to Q6500
« {ore 2 Duo E6X00 (C) up to EG700
+ Core 2 Duo E4x00 (C) up to E4400
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Memory

b GB

Amount: 6 GB
Speed: PC2-6400 MB/sec

Memory upgrade information

Dual channel memory architecture
Four 240-pln DDR2 DIMM sockets
Supported DIMM types:

PC2-5300 {667 MHz)

PC2-6400 (300 MHz)

Non-ECC memory only, un-buffered
Supports 2GB DDR2 DIMMs
Supports up to 8 GB on 64 bit PCs
Supports up to 4 GB* on 32 bit PCs

*32-bit operating systems cannot address a full 4.0 GB of memory.
Video graphics
NVIDIA GeForce 9500 GS

Figure 2-3 Video Graphlcs

Figure 2-4: Ports
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1 - HDMI

2 - VGA

3 - DVl {single-link or dual-link}

¢ Interface: PCI Express x16

* Maximum resolution:

s HDMI TV resclution: up to 1080p*

s HDMI PC resolution: 2560x1600 at 60 Hz

« DVITV resolution: up to 1080p*

* DVI PC resolution {dual-link}: 2560x1600 at 60 Hz
* DVI PC resolution (single-link}: 1920x1200 at 60 Hz
* VGA resolution: 2048x1536 at 85 Hz

* Use NVIDIA software to optimize display

s 512 MB onboard memory

» Supports two displays at the same time*

* Two of the three ports are usable at any one time

e Supports HDCP

integroted graphics using Intel GMA 3100
*Integrated video is not available if a graphics card is installed
* Integrated graphics using Intel GMA 3100

» Also supports PCl Express x16 graphics cards*
Sound/Audio

Integrated Audio ALCBB8S

*Integrated audio is not available if a sound card is installed.
s Audio CODEC: ALCBBSS

» 7.1 channel high-definition audio

TV-Tuner

Hauppauge NTSC and ATSC
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Figure 2-6: Ports

1 - Right audio In (R)

2 - Left audio in {L)

3 - 5-Video In (S-Vid)

4 - Coaxial ATSC (ANT IN}

5 - Coaxial NTSC (TV In)

6 - Coaxial FM radio

» Interface: PCI Express x1

s Supported transmisslon standards:
» ATSC (digital}*

» NTSC {analog)

* FM Radio*

*

Aequires an anlenna

Both ATSC and NTSC connections can be used at the same time.

A 10-pin header on the card provides additional 5-Video, composite video, and audio inputs for
multimedia connections on the front of some PC cases,
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Networking

LAN: 10-Base-T

¢ Interface: Integrated into motherboard

= Technology: Realtek 8111C

» Data transfer speeds: up to 10/100 Mb/s

¢ Transmission standards:10-Base-T Ethernet

802.11 wireless b/g/n PCI-Express x1 card
=

Agure 2-7: Wireless card - side view

Interface type: PCI

Data transfer speeds: up to 300 Mbps

Transmission standards: 802.11 b/g/n

Supported antenna connections: Either 2 intemnal antennas or 1 external antenna
Qperating band: 2.4 GHz to 2.5 GHz

Supported security protocols:

WPA

WEP

Modem: 56K WinModem

Figure 2-8: Modem card side view
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» Interface: PCI 2.2

s Data transfer speeds: up to 56 kbps for V.92 connections*
* Transmission standards: V.92, V.90, V.44, V.34*

* Features must supported by the ISP at time of connection.
Hard drive

750 GB

Flgure 2-9:; Hard drive
e Size; 750 GB
¢ Interface: SATA
» Transfer rating: 3.0 Gb/sec
» Rotational Speed: 7200 RPM
CD/DVD disc drive
Super Multi 16X DVD{+/-}R/RW 12X RAM (+/-JR DL Light Scribe SATA drive

Flgure 2-10: Optical Drive

» Interface: SATA

» Data buffer memory: 2 MB

* Maximum storage capaclty: 8.5 GB

¢ Must use Double-Layer media discs in order to take advantage of the DL technology

s Must use Light Scribe-enabled media discs and supporting software in order to take advantage
of the Light Scribe technology
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Table2-1

Function Maximum speed
DVD-RAM up to 12x
DVD+R DL write once up to 8x
DVD-R DL wrlte once up to 8x
DVD+R write once up to 16x
DVD+RW rewriteable up to 8x
DVD-R write once up to 16x
DVD-RW rewritsable up o Bx
DVD-ROM read up to 16x
CDR wrlte once up to 40x
CDRW rewrlteable up o 32x
CDROM read up to 40x
Memory Cord Recder

15-In-1 multimedia card reader with Infrared recelver

Flgure 2-11: View of memory card reader

e IR Recelver

¢ Supparts the following cards:
* CompactFlash |

s CompactFlash I

s |BM Microdrive

* Secure Digital {SD}
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mini-5D

Multi Media Card (MMC)

Reduced size Multi Media Card {RS-MMC)
Multi Madia Card Plus (MMC plus)
Multi Media Card Mobile [MMC mobile)
Memory Stick

Memory Stick Pro

Memory Stick Duo

Memory Stick Pro Duo

Smart Media

xD-Picture Card (xD = extreme digital)

/0 Ports
Front I/O ports

1394: 1

UsB: 2

Headphone: 1
Microphone: 1

Audio L-R: 1
Svideoin: 1
Composite video in: 1

Bock 1/0 ports

Figure 2-12: Back |/O panel

1 - PS/2 mouse port {green)

2 - Coaxial SPDIF Out

3 - Video Graphles Adapter

4 - |EEE 13543

5 - RJ45 Network (LAN)

6 - Audio: Center/Subwoofer [vellow orange)
7 - Audio: Rear Speaker Out (black)
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8 - Audio: Line In (light blue)

9 - Audio: Line put (lime)

10 - Audio: Microphone (pink}

11 - Audio: Side Speaker Qut (gray)
12-USB20ports 1,2, 3, and 4

13 - Coaxial SPDIF In

14 - PS/2 keyboard [purple}
Keyboord, mouse ond Input devices
HP multimedia keyboard

Figure 2-13: Top view of keyboard

+ Interface Type: PS/2
« Cable length: 2 meters (78.74 inches}
e Special buttons:

HP PS/2 optical mouse

Figure 2-14: Top view of mouse

e |nterface: PS/2

» Buttons: left {select), right {context menu}, scroll wheel {scroll up/scroll down)
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2.2 Laptop Specification available in the market

System Feotures

Operating system

Windows 864

Windows 8 Pro 64

windows 7 Professional {available through downgrade rights from Windows 8 Pro)
Windows® 7 Professional 32

Windows® 7 Professional 64

Windows® 7 Home Premium 64

Free DOS

Processor family

* Intel® Core™ i7 processor

* Intel® Core™ i5 processor

Processors

Intel® Core™ i5-3320M (2.6 GHz, 3 MB cache, 2 cores)
Intel® Core™ |5-3340M (2.7 GHz, 3 MB cache, 2 cores)
Intel® Core™ i5-3360M (2.8 GHz, 3 MB cache, 2 cores)
Intel® Core™ i5-3380M (2.9 GHz, 3 MB cache, 2 cores)
Intel® Core™ i7-3520M (2.9 GHz, 4 MB cache, 2 cores)
Intel® Core™ i7-3540M (3 GHz, 4 MB cache, 2 cores)
Intel® Core™ i7-3610QM (2.3 GHz, 6 MB cache, 4 cores)
Intel® Core™ i7-3630QM (2.4 GHz, & MB cache, 4 cores)
Intel® Core™ i7-3720QM (2.6 GHz, 6 MB cache, 4 cores)
Intel® Core™ i7-37400QM (2.7 GHz, & MB cache, 4 cores)

Intel® Core™ i7-3820QM (2.7 GHz, 8 MB cache, 4 cores)

Intel® Core™ 17-3840QM (2.8 GHz, 8 MB cache, 4 cores)

Processor technology

Intel® Core™ i5 with vPro technology (select models); Intel® Core™ i7 with vPro technology
{select models)

MBA 3.51/ 162



Chipset
Mobile Intel® QM77 Express
Environmental
Low halogen

Dimenslons and welght
Dimenslons (W x D x H}
3.18x33.8x23.13cm
Woeight

Starting at2.25 kg
{Starting weight is with S5D and weight saver (no optical drive))

Memory
Memory, maximum
16 GB 1600 MHz DDR3 SDRAM
Memory slots
2 50DIMM
Storage
Internal drive

320 GB up to 750 GB SATA 1l (7200 rpm)
500 GB SED SATA Il (7200 rpm}

128 GB up to 180 GB Sdlid State Drive
256 GB SED Solid State Drive

Optical drive

s Blu-ray R/RE DVD+/-RW Superiulti DL
s Blu-ray ROM DVD+/-RW SuperMulti DL
s DVD+/-RW SuperMulti DL

« DVD-RCM

(An optical drive, 500 GB 7200 rpm bhard drive, or weight saver may populate the upgrade
bay.)

Display and graphics
Display

14" diagonal LED-backlit HD anti-glare {1366 x 768); 14" diagonal LED-backlit HD+ anti-glare
(1600 x 9200)

Graphics
¢ AMD FirePro™ M2000 (1 GB dedicated GDDR5)
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Expansion Features
Ports
= 2USB3.0
+ 1USB 2.0 charging
» 1eSATA/USBE 2.0 combo
+ 1 DisplayPort
» 11393
» 1 stereo microphone In

» 1 stereo headphone/line-out

« 1AC power

= 1RIJ-11

s 1RI-45

+ 1 docking connector

» 1 secondary battery connector
v+ 1VGA

Expansion slots
» 1 Express Card/54
+ 1 Secure Digital
= 1 Smart Card Reader
Audio
« HD Audio
» SRS Premium Sound PRO (Windows OS only)
+ [ntegrated sterec speakers

» Integrated microphone (dual-microphone array when equipped with optional
webcam)

» Button for volume mute
+ function keys for volume up and down
+ Stereo headphonefiine out
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+ Stereo microphcne in
Webcam
720p HD webcam (select models)
Keyboard
Spil-resistant keybeoard and drain
Pointing device
= Touchpad with on/off button, two-way scrol, gestures, two pick buttons
» Pointstick with two additional pick buttons
Communications
Network Interface

Integrated Intel 82579LM Gigabit Network Connection (10/100/1000} (vPro
configurations)

Wireless
» HP hs2350 HSPA+ Mobile Broadband
» HP un2430 EV-DO/HSPA Mobie Broadband

Intel Centrino 802.11a/b/g/n
Broadcom 802.11a/b/g/n

HP Integrated Module with Bluetooth 4.0+ EDR

Power and operating requirements
Energy sfficlency

+ ENERGY STAR® qualified configurations available
Power supply

90W Smart AC adapter; HP Fast Charge (not supported on S-cel primary
battery)
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Battery type

9-cell (100 WHr} Li-lon battery
G-cell (62 WHr) Li-lon battery
HP Long Life 6-cel {55 WHr) Li-lon battery

Battery life

6-cell (62 WHr) Li-lon battery: Up to 5 hours and 45 minutes

Security managament

Standard: HP Client Security Dashboard {Windows 8 only)

HP ProtectTools Security Manager includes: Credential Manager, Device
Access Manager, Drive Encryption, Face Recognition (webcam configurations
only), File Sanitizer {Windows 7 only), Privacy Manager {Windows 7 only},
Embedded Security (Windows 7 only)

HP Fingerprint Sensor

Integrated Smart Card Reader
Enhanced Pre-Boot Security

HP Spare Key

Cne-Step Logon

TPM 1.2 Embedded Security Chip
Security lock slot

Support for Intel AT (requires Absolute Computrace subscription) (select
modelks)

Optional: HP Privacy Filter

Check your progress

Q1. Define specification of a desktop computer currenily available in the market.
Q2, Explan laptop specification avaibbl in the market,
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2.3 Summary

In this unit you learnt about basics knowledge of specifications of Specification of
a deskiop and Laptop computer currenty available in the market These
Specifications is based on Processor, motherboard & chipset, memory, interface &
capacity of hard disk & DVD drives, /O poris

Deskiop processor's Operating speed is avaiable in the market Up to
2.66 GHz

Desktop Mother board is Core 2 Duo E6x00 (C) up to E6700
Desktop Memory Speed: PC2-6400 MB/sec and size is 6GB
In the lapiop Operating System 8 is available

Memory of laptop is 6 GB

2.4 Review Questions

Q1. What is the role of motherboard in the desktop computers?

Q2. What is the minimum requirement of windows 8 operating system?

Q3. What is the difference belween desktops hard disk and laptops hard disk?
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UNIT-III

Computer Architecture

Structure

3.0 Introduction

3.1 Interconnection of Units

3.2 Processor to Memory communication
3.3 /O 1o Processor Communication

3.4 Summary

3.5 Review Questions

3.0 Introduction

In this unit we focused on computer architecture. There are five sections in this
unit. In section 3.1 you wil know about interconnection of units. A modern
computer system s an interconnection of ong or more processors, MemMory unis,
and inputoutput (I/O) devices. A personal computer ({ie., a microcomputer)
additionally may inclide an optional special-purpose or custom processor used as
an accelerator {e.g., GPU, FPGA). A keyboard, mouse, printsr, network adapter,
hard disk or flash drive, portable drive {e.g., memory stick}, CD drive, microphone,
etc. are examples of /O devices used in a microcomputer. In Sec. 3.2you will
learn about processor o memory communication. Communication between memory
and processing unit consists of two registers: Memory Address Register (MAR) and
Memory Data Register {(MDR). These register can be used to read-The address of
the location is pul in MAR, The memory is enabled for a read and the value is
put in MDR by the memory. These registers alko used fo write- the address of the
location i put in MAR, the data is put in MDR, the Wrile Enable signal is
asserted and the value in MDR is written to the location specified. In Sec. 3.3 we
focused on /O to Processor Communication. In Sec. 3.4 and 3.5 you will find summary
and review questions respectively.

Objectives

After studying this unit you should be able to:

¢+ Define Interconnection of Units
o Express processor to Memory communication
e Describe /O to Processor Communication

MBA 3.51/ 168



3.1 Interconnections Structures

A computer consists of a set of components or modules {processor, memory, |/O)
that communicate with each other. A computer is a network of medules. There
must be paths for connecting these modules. The colection of paths connecling
the various modules is called the Interconnection structure.

Read Memory

Write
N Words

Address ¥ '.' EEEEEEE] [ata >
Data 2 _\._; EsEmunm

Figure 3-1
* Memory
« Consists of N words of egual length

+ Each word assigned a unique numerical address (0, 1, ., N-1) 0 A
word of data can be read or writeen

+ Operation specified by control
signals.

+ Location specified by address signals

_ Read I /O Module |——
Write Drata
External
Address M Ports Data

Internal

[Jata

Interrup
Signals

External )
Data i

Figure 3-2
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* /O Module

+ Simiar to memory from computers viewpoint

« Consists of M external device ports (0, 1, .. M-1) o External data
paths for input and output

¢« Sends interrupt signal to the processor

Instructions 3 Address >

Condrol

Data - CPU Siunals
Interrupt Data >

Signnls

Figure 3-3

* Processor

¢ Reads in instructions and data o Writes out data afier processing

» Uses confrol signals to control overal operation of the system o
Receives interrupt signals

The preceding list defines the daia o be exchanged. The interconnection
structure must support the following types of transfers:

Memory to processor: processor reads an instruction or a unit of data
frommemeory.

Processor to memory. processor writes a unit of data to memory.

/O to processer: processor reads data from an /O device via an /O
module.

Processor to I/O; processor sends data tc the I/O device via an /O moduls.

/O to or from memory: an |/O module is allowed o exchange daia directly
with memory, without going through the processor, using direct memory
access (DMA).

Over the years, a number of interconnection structures have been fried. By far
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the most common is the bus and various multiple-bus struclures.
Bus Interconnection

A bus i a communicaion pathway connecting two or more devices. Muliiple
devices can be connected to the same bus at the same time. Typically, a bus
consists of muliple communication pathways, or lines. Each line capable of
transmitting signals representing binary 1 or binary 0. A bus that connects major
computer components (processor, memory, 1/Q) is caled a system bus.

Bus Structure

Typicaly, a bus consists of 50 to hundreds of separate lihes. On any bus the
lines are grouped into three main function groups: data, address, and control.
There may also be power distribution lines for attached modules.

CPU Memory || ==+ | Memory { (8] ses 1O
L LI IJLIlll HINI RN

Contral Lines

TIT 1 LI 1 LIV 1 [ 1 }
Address Lines Bu

i1 | ! |
Iata Lines
Figure 3-4

Data lines
« Path for moving data and instructions between modules.
» Collectively are called the data bus.

« Consists of: 8 16, 32, 64, etc.. bils - key factor in owverall systsm
performance

Address lines
+ |dentifies the source or destinaton of the data on the data bus.
« CPU needs to read an instruction or data from a given memory location.

e Bus width determines the maximum possible memory capacty for the
system.

« 8080 has 16 bit addresses giving access to 64K address
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Control lines

» Used to control the access to and the use of the dala and address ines.
» Transmits command and timing information between modules.

Typical confrol ines include the following:

» Memory write: causes data on the bus to be writen to the addressed
memory location.

» Memory read: causes data from the addressed memory location to be
placed on the bus.

e /O write: causes data on the bus to be output to the addressed /O port

e |/O read: causes data from the addressed |/O port to be placed on the bus.
¢« Transfer ACK: indicales that data hawe been from or placed on the bus.

« Bus request indicates that a module needs to gain control of the bus.

+ Bus grant indicates that a requesting module has been granted control of
the bus.

¢ Interrupt request indicates that an interrupt is pending.
e Interrupt ACK: indicates that the pending interrupt has been recognized.
« Clock: used to synchronize ocperations.
¢ Reset initializes all modules.
What does a bus look llke?
« Paralel lines on a circuit board.
s Ribbon cables.
= Stip connectors of a circuit board.
o PCI, AGP, PCl Express, SCSI, eic..
Bus Hierarchles
If a great number of devices are connecled to the bus, performance wil suffer.

» Propagation delays
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o Long data paths mean that coordination of the bus use can adversely affect
performance.

+ |f aggregate data transfer approaches capacity
o Increasing data rate or making the bus wider may help.

Most computer systerms use muliple buses, generally laid out in a hierarchy.

Cache

Voeal LFCY
IR ll| tll'rqu ey

Alain

Memiry

| System Bus ]

Network Expansion
SOs| bs nlerface

Seril

Modem

I Expansion Bus

Figure 3-5

The fradiional bus architecture shown in the previous figure is reasonably efficient
but begins to break down as higher and higher performance is seen in the |/O
devices. In response to these growing demands, a common approach taken by
industry is to build a high-speed bus that is closely integrated with the rest of the
system, requiring only a bridge bestween the processor's bus and the high-spead
bus. This arrangement is sometimes known as mezzanine architecture. The figure
below shows an example of using this approach:
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Main
Memory

1
Processor /Bridge | System Bus |
SCsI P13%4 Graphie Video LAN
| High-Speed Bus |
FAX Es 510 ik
hu: Iillillll:-rlfalr'r Serial
Muodem
I Expansion Bus I
Figure 3-8
Elements of Bus Design
Bus Type
¢+ Dedicated
¢ Separate data and address lines
+ Mulliplexed
o Shared lines
o 0 Address valid or data valid control ne
Advantage

0 Fewer lines - saves space, lower cost
Disadvaniage
0 More complex control
0 Potential reduction in performance
Method of Arblitration
Because only one unit at a ime can successfully transmit over the bus, some
method of arbitration is needed.
« Centralized
o Bus confroller of arbiter is responsible for alocating time on the bus
o May be part of processor or may be separate
« Distributed
o Each module may claim control of the bus
o Each module contains access conftrol logic
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Timing
Timing refers to the way in which evenis are coordinated of the bus.
» Synchronous
o Events determined by clock signals
o Confrol bus includes a clock line
o A single 1-0 5 a bus cycle
o Usually synched on leading edge
o Usually a single cycle for an event
» Asynchronous
o One ewent on a bus follows and depends on the occurrence of a
previous event
Synchronous timing is simpler to implement and test. However, it is less flexible
that asynchronous timing.
Bus width
The width of the data bus has an impact on system performance: The wider
the data bus, the greater the number of bits transferred al one fme.
The wiith of the address bus has an impact on system capacity.: The wider
the address bus, the greater the range of locations that can be referenced.

Data Transfer Type
» Multiplexed
o Singlke shared bus for both addresses and data
o Bus first used to specify an address
o Bus then used to fransfer data
¢ Dedicated
o Separate buses for both address and data
o The address is specified on the address bus and remains while data
transferred
o The data is transferred on the data bus
PCIl
« Peripheral Componsent Interconnection
+ 1990 Intel released 1o public domain 66 MHz 528 Mbytes/sec
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Figure {a) shows a iypical use of PCl in a single-processor system. Figure (b)
shows a typical use of PCl in a multiprocessor system. Notice that more than one
PCI configuration may be used.

Check your progress

Q1. Exphin

{1} Data lnes
(i) Address lines
{iif)Control Iines

Q2, Define elements of Bus Design
Q3. Exphin Data Transfer Type.
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3.2 Processor to Memory Communication

INPUT OUTPUT
DEVICES I ‘ i DEVICES

i L @ RTS

MotherBoard

A A
Figure 3-8 shows the parts of a computer:
» The Central Processing Unit
e (CPU),
o Buses,
o Ports and controlers,
o ROM;
« Main Memory (RAM};
» Input Devices;

+ Quiput Devices;

Secondary Storage;
o floppy disks,
o hard disk,
o CD-ROM

This part of the reading wil examine the CPU, Buses, Controllers, and Main

Memory. Other sections wil examine input devices, oulput devices, and secondary
memory.
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The Central Processing Unkt (CPU}

The computer does its primary work in a part of the machine we cannot see, a
confrol center that converis data input to information output. This control center,
called the central processing unit (CPU), is a highly complex, exitensive set of
glectronic circuiry that executes stored program instructions. Al computers, large
and small, must have a central processing unit As Figure 1 shows, the central
processing unit consists of two parts: The control unit and the arithmetic/logic unit
Each part has a specific function.

Before we discuss the control unit and the arithmetic/logic unit in detail, we need
to consider data storage and its relationship o the cenfral processing wunit
Computers use two types of storage: Primary storage and secondary storage. The
CPU interacts closely with primary storage, or main memory, referring to it for both
instructions and data. For this reason this part of the reading will discuss memory
in the conlext of the central processing unit Technically, howewer, memory is not
part of the CPU.

Recall that a computer's memory holds data only temporarily, at the time the
computer is executhg a program. Seconcdary storage holds permanent or semi-
permanent data on some external magnetic or optical medium. The diskettes and
CD-ROM digks that you hawe seen with personal compulers are secondary siorage
devices, as are hard disks. Since the physical atiribuies of secondary siorage
devices determine the way data is organized on them, we will discuss secondary
storage and data organization tfogether in another part of our on-ine readings.

Now let us consider the componants of the central processing unit.
The Control Unit

The control unit of the CPU contains circuitry that uses electrical signals to direct
the entire computer system to carry oul, or exsecute, stored program instructions.
Like an orchestra leader, the control unit does not execute program instructions;
rather, it directs other parts of the system to do so. The control unit must
communicate with both the arithmetic/logic unit and memory.
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The Arithmetic/Logic Unikt

The arithmetic/logic unit (ALU)} contains the electronic circuitry that executes all
arithmetic and logical operations.

The arithmetic/logic unit can perform four kinds of arithmetic operations, or
mathematical calculations: addition, subfraction, multiplication, and diision. As its
name imples, the arithmetic/logic unit also performs logical operations. A logical
operation is usually a comparison. The unit can compare numbers, letters, or
special characters. The computer can then take action based on the result of the
comparison. This i a very important capability. It is by comparing that a computer
is able o tel, for instance, whether there are unfiled seats on airplanes, whether
charge- card customers have exXceeded their credit limits, and whether one
candidate of a party has more wtes than another.

Logical operations can test for three condlllons:

+ Equalto condiion. In a test for this condition, the arithmetic/logic unit
compares two values to determine if they are equal. For example: |f the
number of tickets sokl equals the number of seats in the auditorium, then
the concert is declared sold out.

» Less-than conditlon. To test for this condition, the computer compares
values to determine if one is less than another. For example: If the number
of speeding tickets on a driver's record is less than three, then insurance
rates are $425; otherwise, the rates are $500.

+ Greater-than conditlon. In this type of comparison, the computer determines
if one vale is greater than another. For example: If the hours a person
worked this week are greater than 40, then muliply every exira hour by 1.5
times the usual hourly wage to compute owvertime pay.

A computer can simultaneously test for more than one conditon. In fact, a logic
unit can usually discern six logical relationships: equal/ o, fess than, grester than,
kess than or equal fo, grealer than or equal o, and nof equal

The symbols that let you define the type of comparison you want the computer to
perform are called relational operators. The most common relational operators are
the equal sign{=), the less-than symbol(<), and the greater-than symbol(>).
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Registers: Temporary Storage Areas

Registers are temporary slorage areas for instruclions or data. They are not
a part of memory; rather they are special addiional storage locations that
offer the advantage of spead. Registers work under the direction of the
control unit to accept, hold, and transfer instructions or data and perform
arithmetic or logical compariscns at high speed. The control unit uses a data
storage register the way a store owner uses a cash register-as a temporary,
convenient plce t store what & used in iransactions.

Computers usually assign special roles to certain registers, inclding these
registers:

o An accumulator, which collects the result of computations.

o An address regilster, which keeps track of where a given instruction
or piece of data stored in memory. Each storage location in
memory is idenitfied by an address, just as each house on a street
has an address.

o A storage register, which temporarily holds data taken from or about
to be sent to memory.

o A generalpurpose reglster, which is used for several functions.

Memory and Storage

Memory also known as primary storage, primary memory, main storage, internal
storage, main memory, and RAM (Random Access Memory); al these terms are
used interchangeably by people in computer circles. Memory is the part of the
computer that hokls data and instructions for processing. Although closely
associated with the central processing unit, memory is separate from it Memory
stores program instructions or data for only as long as the program they pertain to
is in operation. Keeping these items in memory when the program is not running
not feasible for three reasons:

Most types of memory only store items whike the compuler is turned on;
data is destroved when the machine is turned off.

MBA 3.51/ 180



o If more than one program is running at once (often the case on large
computers and sometimes on small computers), a single program can not
lay exclusive claim to memory.

o There may not be rocom in memecry to hold the processed data.

How do data and instructions get from an input device into memory? The conirol
unit sends them. Likewise, when the time is right the conirol unit sends these
tems from memory io the arthmetic/logic unit, where an arithmetic operation or
logical operation performed. Afier being processed, the information is sent to
memory, where it is hold untl it is ready to be released to an oulput unit

The chief characteristic of memory is that it allows very fast access to instructions
and data, no matter where the ftems are within it

To see how registers, memory, and second storage all work together, let us use
the analogy of making a salad. In our kitchen we have:

o & refrigerator where we store our wegetables for the salad;

o a counter where we place all of our veggies before putting them on the
cuting board for chopping;

o a culting board on the counter where we chop the vegetables;
o & recipe that details what veggies to chop;

o the corners of the cutting board are kept free for partially chopped piles of
veggies that we intend to chop more or to mix with other partialy chopped
veggies.

o & howl on the counter where we mix and store the salad;

o Space in the refrigerator to put the mixed salad after it is made.

The process of making the salad is then: bring the wveggies from the fridge to the
counter top; place some wveggies on the chopping beoard according o the recipe;
chop the veggies, possibly storing some partially chopped wveggies temporarily on
the corners of the culling board; place all the veggies in the bowl to either put
back in the fridge or put directly on the dinher table.

The refrigerator is the equivalent of secondary (disk) storage. It can store high
wilumes of veggies for long pericds of time. The counter top is the equivalent of
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the computer's motherboard - everything is done on the counter (inside the
computer). The cutting board is the ALU - the work gets done there. The recipe is
the control unit - it tels you what to do on the cutting board (ALU). Space on the
counter top is the equivalent of RAM memory - all veggies must be brought from
the fridge and placed on the counter top for fast access. Note that the counter top
(RAM} s faster to access than the fridge (disk), but cannot hold as much, and
cannot hold it for long periods of iime. The corners of the cutling board where we
temporarily store parlially chopped veggies are equivalent to the registers. The
corners of the cutting board are wvery fast to access for chopping, but cannot hold
much. The salad bowl is likke a temporary register, it is for storing the salad
waiting to take back 1o the fridge (pulting data back on a disk} or for taking to the
dinner table (outputting the data to an output device).

Now for a more technical example, let us look at how a payrol program uses all
three types of siorage. Suppose the program calculates the salary of an employee.
The data representing the hours worked and the data for the rate of pay are
ready in their respective registers. Other data related to the salary calculation-
overtime hours, bonuses, deductions, and so forth-iE waitihg nearby in memory.
The data for other employees is available in secondary siorage. As the CPU
finishes calculations about one employee, the data about the next employee is
brought from secondary siorage into memory and eventualy into the registers.

The following table summarizes the characteristics of the various kinds of data
storage in the storage hierarchy.

Storage Speed Capachty Relative Cost ($) Permanent?
Reglsters Fastest Lowest Highest No
RAM Very Fast | Low/Moderate High No
Floppy Disk |Very Slow Low Low Yes
Hard Disk Moderate Very High Very Low Yes
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Modern computers are designed with this hierarchy due to the characteristics
isted in the table. It has been the cheapest way to get the funclionality.
However, as RAM becomes cheaper, faster, and even permanent, we may
see disks disappear as an intemal storage device. Removable disks, like Zip
disks or CDs (we describe these in defail in the online reading on slorage
devices) will probably remain in use longer as a means io physically transfer
large wlumes of data into the computer. Howewver, even this use of disks
wil probably be supplanted by the Internet as the major (and eventually
only) way of transferring data. Floppy disks drives are already disappearing:
the new IMac Macintosh from Apple does not come with one. Within the
next five years most new computer designs will only include floppy drives as
an extra for people with old floppy disks that they must use.

3.3 /0 to Processor Communlication

Inputfoutput

Buses: Connecting IO to Processor and Memory

:

Processor
.q— Input
Cartiral
H Ml or'y
Datapath E
Flgure 3-8

» A bus is a shared communication link
« |t uses one set of wires 1o connect multiple subsystems

Somelimes shared bus with memory, sometimes a separate /O bus

TIT1T T

[ 1o Iy
Dheviice Dhevice Device Memory
Figure 3-10
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Advantages
» Versatiity:
» New devices can be added easiy

+» Peripheralk can be moved between computer systems that use the same
bus standard

+ Low Cost

A single set of wires is shared in muliple ways
Disadvantages
= [t creates a communication bottleneck
+ The bandwidth of that bus can limit the maximum /O throughput
+« The maximum bus speed is largely limited by:
» The length of the bus
s The number of devices on the bus
» The need to support a range of devices with:
o Widely varying latencies
o Widely varying data fransfer rates
Synchronous and Asynchronous Bua
+ Synchronous Bus:
« Includes a clock in the control lines
» A fixed protocol for communication that is relative to the dock
« Advantage: involves very Rte logic and can run very fast
» Disadvaniages:
o Ewvery device on the bus must run at the same clock rate
o T0 awid clock skew, they cannot be long if they are fast

» Asynchronous Bus:
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+ It is not clocked
= [t can accommodale a wide range of devices
» [t can be lengthened without worrying about clock skew
« |t requires a handshaking protocol
A Handshaking Protocol

Readieq f Y1 ol W
I.-I'._-'hk "l
Sk (Maatret (o —————
| ] A 4. [
y—— - L.
Ack ———————f e B S
= ‘l-‘-.' _’\_
DataRdy f .
Figure 3-11

= Three control lines

+ ReadReq: indicate a read request for memory
Address is put on the daia lines at the same time

» DataReady: indicate the data word is now ready on the data lines
Data is put on the data nes at the same time

+ Ack acknowledge the ReadReq or the DataRdy of the other parly

Increasing the Bus Bandwldth
= Data bus width:

« By increasing the width of the data bus, fransfers of muliple words reguire
fewer bus cycles

= Example: SPARCsiation 207s memory bus is 128 bit wide

« Cost: more bus lines

+ Bilock transfers:

» Alow the bus to transfer mulliplke words in back-to-back bus cycles

» Only one address needs to be sent at the beginning

« The bus 5 not released until the last word is transferred

+ Cost: {a) increased complexity {b) decreased response tme for request
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Bus Arblration

Any device that can control the bus is caled a bus master

Bus arbitration scheme:

A bus master wanting to use the bus asseris the bus request

A bus master cannot use the bus until its request is granied

A bus master must signal to the arbiter after it has finished using the bus
Bus arbitration schemes usually try 1o balance two factors:

Bus priority. the highest priority device shoukli be serviced first

Farness: Even the lowest priority device should never be completely locked
out from the bus

Giving Commands to /O Devices

Two methods are used 1o address the device:
Special 1/O instructions

Memory-mapped /O

Special I/O instructions specify:

Both the device number and the command word

o Device number: the processor communicates this via a set of wires
normally included as part of the I/O bus

o Command word: this is usually send on the bus
Memory-mapped 1/O:
Portions of the address space are assigned to I/O device

Read and writes to those addresses are interpreted as commands to the I/O
devices

Notifying the OS

The OS needs to know when:
The I/O device has compleled an operation
The /O operation has encountered an error

This can be accomplished in two different ways:
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+ Poling:
o The /O device put information in a status register
o The OS periodically check the status register
« /O Interrupt
o Whenever an I/O device needs attention from the processor,
it interrupts the processor.
Polling
Check the device a regular intervals.
Advantage:
+ Simple: the processor is totally in control and does all the work
» Disadvaniage:
» Poling overhead can consume a lot of CPU time
Interrupt Driven Data Transfer
+ Advantage:
+ User program progress is only halted during actual transfer
» Disadvaniage, special hardware is needed to:
» QCause an interrupt {lI/O device)
« Detect an interrupt {processor)

+ Save the proper states to resume after the interrupt {processor)
Delegating I/OC Responsibility from the CPU. DMA

I
L 1]

| Memory| [DMAC] [10C

!

device

Figure 3-12
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Direct Memory Access (DMA):

External to the CPU

= Act as a maser on the bus

Transfer blocks of data to or from memory without CPU intervention

I

AddressBus
| Address Diecode
——
Data Bus » Count
o+
4—M Status

Zontrol Bus

4
-

* Device

Figure 3-13Block Diagram of a DMA Controlier

Sequence of operafons - hput
CPU loads registers - Address, Count and Device
CPU Seis Status i Input
Controller asks for bus
Gets bus - does read from device, pults Address on the bus, does write fo
memory and decremenis count
Repeat 4 until count=0
5. Interrupt CPU to signal end of transfer
Ouiput is similar but status is set to Oulput and data is read from memory and
written to the output device.

@ N =

Check your progress
Q1. Explain three condiions of Logical operations

Q2. How do data and mstructions get fiom an put device imio memory?
Q3. Define Polling.
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3.4 Summary

In this unit you learnt about Interconnection of Units, Processor to Memory
communication, 10 to Processor Communication. You also learn the working of
buses and how they established communication with one another.

« A computer consisis of a set of components or modules (processor,
memory, [/Q) that communicate with each other.

« A bus is a communication pathway connecting two or more devices.
= Multiple devices can be connected to the same bus at the same time.
¢« A bus consists of 50 to hundreds of separate lines.

« Memory also known as primary storage, primary memory, main
storage, internal siorage, main memory, and RAM (Random Access
Memory};

3.5 Review Questions

Q1. What do you mean by interconnection of units? Explain with example.

Q2. What do you mean by a bus? Explain in detail.

Q3. Define the working of a bus?

Q4. How processors establish communication to memory? Elaborate your answer.

(5. How processors establish communication to /O Units? Elaborate your answer.
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UNIT-IV

Multiprogramming

Structure

4.0 Introduction

4.1 Interrupt Structures

4.2 Multiprogramming

4.3 Processor Features

4.4 Reduced Instruction Set Computers (RISC)
4.5 Virtual memory

4.6 Summary

4.7 Review Questions

4.0 Introduction

In this unit we focused on multiprogramming. There are seven sections in this unit
In the first sections ie. 4.1 vou wil know about interrupt structures. Interrupt is
signals send by an external device to the processor, to request the processor to
perform a particular task or work. Mainly in the microprocessor based system the
interrupis are wused for dala ftransfer belween the peripheral and the
microprocessor. The processor wil check the interrupts always at the 2nd T-state
of last machine cycle. If there is any interrupt it accept the interrupt and send the
INTA {active low} signal to the peripherall The vectored address of particular
interrupt is stored in program counter. The processor exscules an interrupt service
routing (ISR} addressed in program counter. It returned to main program by RET
instruction. In the Sec. 4.2 you wil lkam about muliprogramming.
Muliiprogramming is a rudimentary form of paralel processing in which several
programs are run at the same ime on a uniprocessor. Since there is only one
processor, there can be no true simultaneous execution of different programs. In
Sec. 4.3 we defined processor features. In Sec. 44 we explained Reduced
Instruction Set Computers (RISC). Reduced instruction set computing, or RISC
(pronounced 'risk’), is a CPU design sirategy based on the insight that a simplified
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instruction set provides higher performance when combined with a microprocessor
architecture capable of executing those instruciions using fewer microprocessor
cycles per instruction. In sec. 4.5 you will know about virtual memory. In Sec. 4.6 and
4.7 you wil find summary and review questions respectively.

Objectives

Affer stadying this unit you should be abk to:

« Dafine Interrupt Structures, Multiprogramming
o Descrbe Processor Features, Reduced Instruction Set Computers {RISC),
and Vitual memory.

4.1 Interrupt Structures

Interrupt structure refers 1o the precedence of interrupts. Hardware events that
cause interrupts are assigned CPU interrupt levels. The CPU can disable interrupts
of a certain lBvel and bslow, thus allowing an important intsrrupt o presmpt an
interrupt of lower priority, but not vice-versa. Most machine architectures do not
allow the software to reconfigure the interrupt structure. If the precedence of
interrupts can be reconfigured, though, make sure that the dock that is used for
task-swilching has i interrupls serviced at a high priorily so that lower priority
events {such as disk access) are not capable of disabing the pre-emptive
scheduling. The serial port shoukl also havwe a high priority so that high baud rates
can be reliably used.

The precedence of interrupts important because disablng interrupts a
common way to provide mutual exclusion in the kernel. For example, a routine
that modifies tly structures (those that handle input and oulput o a terminal) wil
call splity{) (for Set Processor Lewel TTY)} just before a critical section and later
wil reset the level 1o what it was before splity(} was called. On most machines,
this call will disable any interrupt that would cal a function that handles the ity
structures and, in addition, wil disable any interrupts with a priority lower than that
of “y'. An interrupt structure not well suited for UNIX might cause relatively leng
interrupt code {e.g. disk access or sound driver processing) o block more
frequent interrupts { e.g., timer, keyboard, or serial port). On the Machntosh port,
heaw use of the hard disk would cause the system time to be off by seweral
hours a day, and scroling of the display, being in a tty device, woukl preempt the
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keyboard routine and cause keystrokes to be lost On A/UX, Apple's System V
UNIX for the Macintosh, a beep causes serial port data to be lost.

4.2 Multiprogramming

Early computers ran one process at a time. While the process waited for servicing
by another device, the CPU was idle. In an /O intensive process, the CPU could
be idie as much as 80% of the time. Advancements in operating systems led to
computers that load several independent processes into memory and swilch the
CPU from one job to another when the first becomes blocked whie waiting for
senicing by another device. This idea of multiprogramming reduces the idle time
of the CPU. Muliprogramming accelerates the throughput of the system by
efficiently using the CPU time.

Programs in a muliprogrammed envircnment appear to run at the same tme.
Processes running in a multiprogrammed environment are called concurrent
processes. In actuality, the CPU processes one instruction at a tme, but can
execute instructions from any active process.

improed gt %

Degres of Mulipregramming

Figure 4-1

CPU Utlization

As the ilustration shows, CPU ulilization of a system can be improved by using
multiprogramming. Let P be the fraction of time that a process spends away from
the CPU. If there is ohe process in memory, the CPU utilzation is (1-P). If there
are N processes in memory, the probabiity of N processes waiting for an /O is
PsP..«P (N tmes). The CPU  uJlilizaton is {1-P*N}) where N is called
the multiprogramming level (MPL) or the degree of multiprogramming. As N
increases, the CPU utiization increases. Whie this equation indicates that a CPU
continues to work more efficientty as more and more processes are added,
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logically, this cannot be true. Once the system passes the point of optimal CPU
utilization, it thrashes.

In order to use the multiprogramming concept processes must be loaded into
independent seclions or parftons of memory. So, man memory is divided into
fixed-sized or wvariable-sized pariitions. Since a partion may not be large enough
for the eniire process, virtual memory implemented to keep the processes
executing. The answers to seweral questions are important to implementing an
efficient virtual memory system in a multiprogrammed environment.

4.3 Processor Features

As new processors are introduced, new feahures are continually added to ther
architectures 1o help improve everything from performance in specific types
of applications to the relabiity of the CPU as a whole. The next few sections take
a look at some of these technologies, including System Management Mode (SMM),
Superscalar Execution, MMX, SSE, 3DNow, HT Technology, and dual-core
processing.

SMM (Power Management)

Spurred on primarily by the goal of putting faster and more powerful processors in
laptop computers, Intel has crealed power-management circuiry. This circuitry
enables processors to conserve energy use and lengthen batiery life. This was
introduced initially in the Intel 4865L processor, which i an enhanced version of
the 486DX processor. Subsequently, the power-management features were
universalized and incorporated into all 75MHz and faster Pentum and later
processors. This feature set is called SMM, which stands for sysfern management
mode.

SMM circuitry is integrated into the physical chip but operates independently to
control the processor's power use based on its achvity level. It enables the user to
specify time intervals after which the CPU will be parially or fuly powered down.
It also supports the Suspend/Resume feature that allows for instant power on and
power off, used mostly with laptop PCs. These setlings are typically controlled via
system BIOS setlings.
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Superscaiar Execution

The fifth-generation Pentum and newer processors feature multiple internal
instruction execution pipelines, which enable them to execute muliple instructions
at the same time. The 486 and all preceding chips can perform only a single
instruction at a time. Intsl calls the capabiity to execute more than one instruction
at a time superscalar technology. This  techmology provides  additional
performance compared with the 486.

Superscalar architecture ususally is associated with high-output Reduced Instruction
Set Computer {RISC) chips. A RISC chip has a less complicated instruction set
with fewer and simpler instructions. Although each instruction accomplishes less,
overall the clock speed can be higher, which can usually increase performance,
The Pentum is one of the first Complex Insiruction Set Computer {CISC) chips to
be considered superscalar. A CISC chip uses a richer, fuller-featured instruction
set, which has more complicated instructions. As an example, say you wanted o
instruct a robot to screw in a light bulb. Using CISC instructions, you woukl say

1. Pick up the bub.

2. Insert it into the socket.

3. Rotate clockwise until tight

Using RISC instructions, you would say something more along the lines of

1. Lower hand.

2. Grasp bub.

3. Raise hand.

4, Insert bub into sockel

5. Rotate clockwise one turn.

6. Is bub tight? I not, repeat step 5.
7. End.

Owerall, many more RISC instructions are required to do the job because each
instruction simpler (reduced) and does less. The advantage is that there are
fewer owerall commands the robot (or processor) has to deal with and i can
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execute the individual commands more quickly, and thus in many cases execute
the complete task {or program) more quickly as wel. The debale goes on whether
RISC or CISC is realy better, but in realty there i no such thing as a pure RISC
or CISC chip—it is al just a matter of definition, and the lines are somewhat
arbitrary.

Intel and compatible processors have generaly been regarded as CISC chips,
although the fifth-and sixth-generation versions have many RISC attributes and
internally break CISC instructions down into RISC versions.

MMX Technology

MMX technology was originaly named for mulimedia extensions, or matrix math
extensions, depending on whom you ask. Iniel officially states that it is actually not
an abbreviation and stands for nothing other than the letters MMX (not being an
abbreviation was apparently required so that the letters could be trademarked);
however, the internal origins are probably one of the preceding. MMX technology
was infroduced in the later fifth-generation Pentium processors as a kind of add-on
thal improves video compression/decompression, image manipulation, encryplion,
and /O processing—all of which are used in a variety of today's software.

MMX consists of two main processor architectural improvements. The first is very
basic, al MMX chips have a larger intemal L1 cache than ther non-MMX
counterparts. This improves the performance of any and all sofiware running on
the chip, regardiess of whether it actualy uses the MMX-specific instructions.

The other part of MMX is that it extends the processor instruction set with 57 new
commands or instructions, as wel as a new insitruction capabiity caled single
instruction, multiple data (SIMD).

Modern mulimedia and communication applcations often use repetitive loops that,
while occupying 10% or less of the overall application code, can account for up to
90% of the execution time. SIMD enables one instruction to perform the same
function on multiple pieces of data, similar to a teacher teling an entire class to
"sit down,"” rather than addressing each student one at a tme. SIMD enables the
chip to reduce processor-intensive loops common with video, audio, graphics, and
animation.
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Intel also added 57 new instructions specifically designed to manipulste and
process wdeo, audio, and graphical data more efficiently. These instructions are
oriented to the Aighly parallel and often repetitive sequences frequently found in
mulimedia operations. Highly paralel refers to the fact that the same processing is
done on many data points, such as when modifying a graphic image. The main
drawbacks o MMX were that it worked only on integer values and used the
floating-point unit for processing, so time was lost when a shift to floating-point
operations was necessary. These drawbacks were comected in the additions to
MMX from Intel and AMD.

Intel kcensed the MMX capabiities to competitors such as AMD and Cyrix, who
were then able to upgrade their own Inielcompatible processors with MMX
technology.

SSE, SSEZ, and SSE3

In February 1999, Intel introduced the Pentium Ill processor and included in that
processor an update to MMX called Streaming SIMDC Extensions (SSE). These
were also caled Katmai New Instructions (KNI) up until their debut because they
were originally included on the Kaimai processor, which was the codename for the
Pentium Ill. The Celeron 533A and faster Celeron processors based on the
Pentium |ll core also support SSE instructions. The earlier Pentium |l and Celeron
533 and lower {based on the Pentum Il core) do not support SSE.

SSE includes 7C¢ new instructions for graphics and sound processing over what
MMX provided. SSE is similar to MMX; in fact, besides being called KNI, SSE
was abko called MMX-2 by some before it was released. In addition to adding
more MMX style instructions, the SSE instructions allow for floating-point
calculations and now use a separate unit within the processor instead of sharing
the standard floating-point unit as MMX did.

SSE2 was introduced in Nowember 2000, along with the Pentium 4 processor, and
adds 144 additional SIMD instructions. SSE2 also includes all the previous MMX
and SSE instructions.

SSE3 was introduced in February 2004, along with the Peniium 4 Prescott
processor, and adds 13 new SIMD instructions to improve complex math, graphics,
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video encoding, and thread synchronization. SSE3 also includes all the previous
MMX, SSE, and SSE2 instructions.

The Streaming SIMD Extensions consist of new instructions, including SIMD
floating-point, additional SIMD integer, and cache abilily conirol insfructions. Some
of the technologies that benefit from the Streaming SIMD Bxdensions include
advanced imaging, 3D video, streaming audio and video (DVD playback), and
speech-recognition applications. The benefits of SSE include the following:

= Higher resolution and higher qualty image viewing and manipulation for
graphics software

+ High-quality audio, MPEG2 wideo, and simultaneous MPEGZ2 encoding and
decoding for multimedia applications

* Reduced CPU utilization for speech recognition, as wel as higher accuracy
and faster response times when running speech-recognition software

The SSEx instructions are particularly useful with MPEG2 decoding, which is the
standard scheme used on DVD wvideo discs. SSE-equipped processors should
therefore be more capable of performing MPEG2 decoding in software at full
speed without requiring an additional hardware MPEG2 decoder card. SSE-
equipped processors are much betier and faster than previous processors when it
comes to speech recognition, as well.

One of the main benefits of SSE over plain MMX i that it supports single-
precision floating-point SIMD operations, which have posed a botteneck in the 3D
graphics processing. Just as with plain MMX, SIMD enables multiple operations to
be performed per processor instruction. Specifically, SSE supports up to four
floating-point operations per cycle; that is, a single instruction can operate on four
pieces of data simultaneously. SSE floating-point instructions can be mixed with
MMX instructions with no performance penalties. SSE also supporis data
prefefching, which I8 a mechanism for reading data into the cache before it is
actualy called for.

Note that for any of the SSE istructions 1o be beneficial, they must be encoded
in the sofiware you are using, so SSE-aware applications must be used 1o see the
benefits. Most sofiware companies writing graphics-and sound-related software
today have updated those applications to be SSE aware and use the features of
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SSE. For example, high-powered graphics applications such as Adobe Photoshop
support SSE instructions for higher performance on processors equipped with SSE.
Microsoft includes support for SSE in its DirectX 6.1 and later video and sound
drivers, which are included with Windows 98 Second Edition, Windows Me, and
Windows NT 4.0 (with senice pack 5 or later), Windows 2000, and Windows XP.

SSE ik an extension to MMX; SSE2 is an extension to SSE; and SSE3 is an
extension 1o SSE2. Therefore, processors that support SSE3 also support the
SSE2 instructions, processors that support SSE2 also support SSE, and processors
that support SSE also support the original MMX instructions. This means that
standard MMX-enabled applications run as they did on MMX-only processors.

The first AMD processors to support SSE3 are the 0.08-micron versions of the
Athlon 64 and all versions of the dualcore Athlon 64 X2,

3DNow Enhanced 3DNowand Professional 3DNow

JDNow Technology was originally introduced as AMD's alemative to the SSE
instructions in the Intel processors. Actually, 3DNow was first introduced in the K6
series before Intel released SSE in the Pentium Ill, and then AMD added
Enhanced 3DNow to the Athlon and Duron processors. The latest wersion,
Professional 3DNow, was introduced in the first Athlon XP processors. AMD
licensed MMX from Intel, and all its K6 series, Athlon, Duron, and later processors
include full MMX instruction support Not wanting io additonally license the SSE
instructions being dewloped by Intel, AMD first came up with a different set of
extensions beyond MMX caled 3DNow. Infroduced in May 1998 in the KB6-2
processor and enhanced when the Athlon was infroduced in June 1699, 3DNow,
and Enhanced 3DNow are sets of instructions that exitend the multimedia
capabilties of the AMD chips beyond MMX. This enables greater performance for
3D graphics, mulimedia, and other floating-point-intensive PC applications.

3DNow Technology is a set of 21 instructions that uses SIMD techniques to
operate on arrays of data rather than single elements. Enhanced 3DNow adds 24
more instructions (19 SSE and 5 DSP/communications instructions) to the ocriginal
21 for a iotal of 45 new instructions. Posiioned as an extension to MMX
technology, 3DNow is similar o the SSE found in the Pentium Ill and Celeron
processors from Intel. According to AMD, 3DNow provides approximately the same
level of improvement to MMX as did SSE, but in fewer instructions with less
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complexity. Although similar in capabiity, they are not compatible at the instruction
level, so sofiware specifically written o support SSE does not support 3DNow, and
vice versa. The latest version of 3DNow, 3DNow Professional, adds 51 SSE
commands to 3DNow Enhanced, meaning that 3DNow Professional now supports
all SSE commands, meaning that AMD chips now essentially have SSE capability.
Unfortunately, AMD includes SSE2 only on the Athlon 64, Athlon 64FX, and
Opteron 64-bit processors.

Just as with SSE, 3DNowalso supports single precision floating-point SIMD
operations and enables up to four floating-point operations per cycle. 3DNow
floating-point instructions can be mixed with MMX instructions with no performance
penaltes. 3DNow alo supports dala prefetching.

Ao like SSE, 3DNow is well supported by sofiware, including Windows 9x,
Windows NT 4.0, and al newer Microsoft operating systems. 3DNow-specific
support 5 no longer a big issue if you are using an Athlon XP or Athlon 64
processor because they now fully support SSE through their support of 3DNow
Professional.

Dynamic Execution

First used in the P6 or sixth-generation processors, dynamic execuiion enables the
processor to execute more instructions on parallel, so tasks are completed more
quickly. This technology innovation is comprised of three main elements:

» Muliple branch prediction. Predicts the flow of the program through several
branches

o« Dataflow analysis. Schedules insfrucions t© be executed when ready,
independent of their order in the original program

s  Speculative execuion. Increases the rate of execution by looking ahead of
the program countsr amxl execuling instructions that are likely to be
necessary

Branch Prediction

Branch prediction a feature formerly found only in high-end mainframe
processors, |t enables the processor to keep the instruction pipeline full while
running at a high rate of speed. A special fetch/decode unit in the processor uses
a highly opimized branch prediction algorithm 1o predict the direction and outcome
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of the instructions being exsecuted through multiple lewels of branches, calls, and
returns. It is similar to a chess player working out muliple sirategies in advance of
game play by predicting the opponents strategy several mowves into the future. By
predicting the instruction outcome in advance, the instructions can be execuled
with no waiting.

Dataflow Analysis

Dataffow analysis studies the flow of data through the processor to detect any
opporiunities for out-of-order instruction execution. A special dispaich/execute unit
in the processor monitors many instructions and can execute these instructions in
an order that optimizes the use of the multiple superscalar execution units. The
resuling out-of-order execution of instructions can keep the execution units busy
even when cache misses and other data-dependent instructions might otherwise
hold things up.

Speculative Execution

Specuiative execubion the processor's capabilty to execubte nstructions in
advance of the aciual program counter. The processors dispaich/executs unit uses
dataflow analysis to execute all available instructions in the instruction pool and
store the results in temporary registers. A refirement unit then searches the
instruction pool for completed instructions that are no longer data dependent on
other instructions to run or which have unresolved branch predictions. If any such
completed instructions are found, the results are commited to memory by the
retrement unit or the appropriate standard Intel architecture in the order they were
originally issusd. They are then refired from the pool.

Dynamic execution essentially remowes the constraint and dependency on Inear
instruction sequencing. By promoling out-of-order instruction execution, it can keep
the instruction units working rather than waiting for data from memory. Even
though instructions can be predicied and execuled out of order, the results are
commiied in the original order s¢ as not to disrupt or change program flow. This
enables the P6 1o run existing Intel architecture software exacly as the P5
(Pentium) and previcus processors did—just a whole lot more quicklyl

Dual Independent Bus Architecture

The Dual Independent Bus {DIB) architecture was first implemented in the sixth-
generation processors from Intel and AMD, DIB was created to improve processor
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bus bandwidth and performance. Having two (dual} independent data I/O buses
enables the processor o access data from either of its buses simultaneously and
in paralel, rather than in a singular sequential manner {as in a single-bus system).
The main {often called front-side} processor bus the interface beilween the
processor and the motherboard or chipset The second {back-side}) bus in a
processor with DIB is used for the L2 cache, enablng it to run at much greater
speeds than if it were 1o share the main processor bus.

Two buses make up the DIB architecture: the L2 cache bus and the main CPU
bus, often called FSB (front-side bus). The P6 class processors from the Pentium
Pro to the Celeron, Pentium II/1ll/4, and Athlon/Duron processors can use both
buses simultaneously, eliminating a botleneck there. The dual bus architecture
enables the L2 cache of the newer processors to run at full speed inside the
processor core on an independent bus, leaving the main CPU bus (FSB) 1o handle
normal data flowing in and out of the chip. The two buses run at different speeds.
The front-side bus or main CPU bus is coupled to the speed of the motherboard,
whereas the back-side or L2 cache bus is coupled to the speed of the processor
core. As the frequency of processors increases, so does the speed of the L2
cache.

The key to implementng DIB was to mow the L2 cache memory off the
motherboard and into the processor package. L1 cache always has been a direct
part of the processor die, but L2 was larger and originaly had to be external. By
moving the L2 cache into the processor, the L2 cache could run at speeds more
ke the L1 cache, much faster than the motherboard or processor bus.

DIB alo enables the system bus 1o perform multiple simultaneous transachons
(instead of singular sequential transactions), accelerating the flow of information
within the system and boosting performance. Overal, DIB architecture offers up to
three imes the bandwidth performance over a single-bus architecture processor.

Hyper-Threading Technology

Computers with two or more physical processors have long had a performance
advantage over single-processor computers when the operaling system supported
multiple processors, as is the case with Windows NT 4.0, 2000, XP Professional,
and Linux. However, dual-processor motherboards and systems have always been
more expensive than otherwise-comparable single processor systems, and
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upgrading a dual-processor-capable system to dualprocessor status can be difficult
with only one processor because of the need to maich processor speeds and
specifications. However, Intefs Hyper-Threading {(HT) Technology allows a single
processor io handle two independent sets of instructions at the same time. In
essence, HT Technology converis a single physical processor into two virtual
processors.

Intel originally introduced HT Technology in its line of Xeon processors for servers
in March 2002. HT Technology enables multiprocessor servers to act as if they
had twice as many processors installed. HT Technology was introduced on Xeon
workstation-class processors with a 533MHz system bus and later found its way
into PC processors, with the Pentium 4 3.06GHz processor in November 2002. HT
Technology is also present in all Peniium 4 processors with 800MHz CPU bus
speed (2.4GHz up through 3.8GHz} as well as the Pentum 4 Exireme Edition and
the dualcore Pentium Extreme Edition. Howewver, the dualcore Pentum D does
not include HT Technology.

How Hyper-Threading Works

internally, an HT-enabled processor has two sets of general-purpose registers,
confrol registers, and other architecture components, but both logical processors
share the same cache, execution units, and buses.

Although the sharing of some processor components means that the owerall speed
of an HT-enabled system isn't as high as a frue dualprocessor system would be,
speed increases of 25% or more are possible when mulliple applcations or a
single multithreaded application is being run.

Hyper-Threading Requiremenis

The first HT-enabled processor was the Intel Pentum 4 3.06GHz. All 3.06GHz and
faster Pentium 4 models support HT Technology, as do all processors 2.4GHz and
faster that use the 800MHz bus. Howewer, an HT-enabled P4 processor by itself
cant bring the benefits of HT Technology to your system. You also need the
following:

e A compsiible motherboard (chipsel). it might need a BIOS upgrade.

» BIOS support o enable/disable HT Technology.If your operating system doesn't

support HT Technology, you should disoble this feature. Application performance varies (some faster,
some slower) when HT Technology s enabled. If this Is @ matter of concern, vou should perform
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application-based benchmarks with HT Technology enabled ond disobled to determine whether your
application mix will benefit from using HT Technology.

o A compsiible operating system such as Windows XP. When hyper-threading
i5 enabled, the Device Manager shows two processors.

Intels newer chipsets for the Pentium 4 support HT Technology. However, if your
motherboard or computer was released before HT Technology was introduced, you
wil need a BIOS upgrads from the meotherboard or system vendor to be zble to
use HT Technology. Afthough Windows NT 4.0 and Windows 2000 are designed
to use muliple physical processors, HT Technology requires specific operating
systemn oplimizations to work cerrectly. Linux distributions based on kernel 2.4.18
and higher also support HT Technology.

Dual-core Technology

HT Technology designed to simulate two processors in a single physical unit
With properly written sofiware, HT Technology can improwe application
performance. Unfortunately, many applications do not support HT Technology and
slow down when HT Technology is enabled. However, applications do not need t©
be rewritten o take advantage of mulliple processors or dual-core processors. A
dualcore processor, as the name implies, contains two processor cores in a single
processor package. A dualcore processor provides virtually al the advantages of a
multiple-processor computer at a cost lower than two matched processors.

Both AMD and Intel introduced dualcore x86-compatible desktop processors in
2005. AMD's entry-the Athlon 64 X2-can be insialled in most Socket 939
motherboards designed for the original single-core Athlon 64 or Athlon 64 FX
processors. A BIOS upgrade might be necessary in some situations. AMD also
inroduced dualcore versions of the Opteron workstation and server processor in
2005. Intels first dual-core processors—the Pentum BExtreme Edition and the
Pentium D—use the same Socket 775 as the most recent Pentium 4 models.
However, they require new motherboards using the Intel 945 and 955 series
chipsels or third-party chipsets that support dual-core operation.

Check your progress
Q1. Define Interrupt Structures
Q2. Exphin degree of mukiprogramming
Q3. How Hyper-Threading Works?
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4.3 Reduced instruction set computing (RISC)
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Filgure 4-2

Reduced Instruction set computing, is a CPU design sirategy based on the
insight that simplified (as opposed to complex} instructions can provide higher
performance if this simplicity enables much faster execuiion of each instruction. A
computer based on this strategy is a reduced stucion set computer, also
called R/ISC. The opposing architecture is known as complex instruction set
computing, i.e. CISC.

Various suggestions have been made regarding a precise definiion of RISC, but
the general concept is that of a system that uses a smal, highly-oplimized set of
instructions, rather than a more specialized set of instruclions often found in other
types of archileclures. Anocther common ftrat s that RISC systems use
the load/store architecture, where memory i normally accessed only through
specific instructions, rather than accessed as part of other instructions like add.

Although a number of systems from the 1960s and 70s have been identified as
being forerunners of RISC, the modern version of the design dates to the 1980s.
In particular, two projects at Stanford University and University of California,
Berkeley are most associated with the popularization of the concept. Stanford's
design would go on to be commercialized as the successful MIPS architecture,
while Berkeley's RISC gave its name to the entire concept, commercialized as
the SPARC. Another success from this era were IBM's efforts that eventually lsad
to the Power Architeclure. As these projects matured, a wide variely of similar
designs flourished in the late 1980s and especially the early 1990s, representing a
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major force in the Unix worksiation market as wel as embedded in laser
printers, routers and simiar products.

Welkknown RISC familes include DEC Alpha, AMD 28k, ARC, ARM, Atmel
AVR, Blackfin, Intel i360 and 960, MIPS, Motorola 88000, PA-
RISC, Power (including PowerPC), SuperH, and SPARC. In the 21st century, the
use of ARM architecture processors in smart phones and tablet computers such as
the iPad and Android tablets provided a wide user base for RISC-based systems.
RISC processors are ako used in supercomputers such as the K computer, the
fastest on the TOPS0C list in 2011, and the second at the 2012 list

4.5 Virtual Memory

A cache stores a subset of the addresses space of RAM. An address space is
the set of wald addresses. Thus, for each address in cache, there a
corresponding address in RAM. This subset of addresses (and corresponding copy
of data) changes over tme, based on the behavior of your program.

Cache s used to keep the most commonly used sections of RAM in the cache,
where it can be accessed quickly. This is necessary because CPU speeds
increase much faster than speed of memory access. If we coukd access RAM at 3
GHz, there woukint be any need for cache, because RAM could keep up.
Because it can't keep up, we use cache.

What if we wanted more RAM than we had awailable. For example, we might hawe
1 M of RAM, what if we wanted 10 M? How coukl we manage?

One way to extend the amount of memory accessible by a program is to use disk.
Thus, we can use 10 Megs of disk space. At any time, only 1 Meg resides in
RAM.

In effect, RAM acts like cache for disk.

This idea of exiending memory is called wiua/ memory. It's caled "virtual' only
because its not RAM. It doesnt mean i's fake.

The real problem with disk is that it's really, really slow 1o access. H registers can
be accessed in 1 nanosecond and cache in 5 ns and RAM in about 100 ns, then
disk is accessed in fractions of seconds. It can be a milion times slower fo
access disk than a register.
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The advantage of disk is it's easy to get lots of disk space for a small cost.

Stll, because disk is so slow to access, we want to awid accessing disk
unnecessarily.

Uases of Virtual Memory

Virtlual memory is an olkd concept Before computers had cache, they had virtual
memory. For a long time, virtual memory only appeared on mainframes. Personal
computers in the 1980s did not use virtual memory. In fact, many good ideas that
were in common use in the UNIX operating systems didnt appear unti the mid-
1990s in personal computer operating systems (pre-emptve mulitasking and wirtual
memory)}.

Initially, virtual memory meant the idea of using disk to exterd RAM. Programs
wouldnt have to care whether the memory was “real' memory {ie., RAM) or disk.
The operating system and hardware woukl figure that out.

Later on, virual memory was used as a means of memory profecion. Every
program uses a range of addressed called the address spsce.

The assumption of opserating systems developers i that any user program cannot
be trusted. User programs wil try 1o destroy themselves, other user programs, and
the operating system itself. That seems like such a negatve view, however, its
how operating systems are designed. It's not necessary that programs havwe to be
deliberately malicious. Programs can be accidentally malicious (modify the data of
a pointer pointing to garbage memory).

Viriual memory can help there too. It can help prevent programs from interfering
with other programs.

Occasionally, you want programs to cooperate, and share memory. Virtual memory
can alko help in that respect.

How Virtual Memory Works

When a computer is running, many programs are simultaneously sharing the CPU.
Each running program, plus the data structures needed to manage it called

a8 process.
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Each process is allocated an address space. This is a set of valid addresses that
can be used. This address space can be changed dynamically. For example, the
program might request addiional memory (from dynamic memory allocation) from

the operating system.

If a process fries to access an address that is not part of its address space, an
error occurs, and the operating system takes owver, usualy kiling the process {core
dumps, eic).

How does virual memory play a roke? As you run a program, it generates
addresses. Addresses are generated (for RISC machines) in one of three ways:

= A load instruction
+ A store instruction
+ Fetching an instruction

Load/store creaile data addresses, whie fetching an instruction creates instruction
addresses. Of course, RAM doesn't distinguish between the two kinds of
addresses. It just sees it as an address.

Each address generated by a program is considered wiual It must be translated
to a real physical address. Thus, address translation is occurring al the time. As
you might imagine, this must be handled in hardware, if its to be done efficiently.

You might think translating each address from virtual to physical is a crazy idea,
because of how slow it is. However, you get memory protection from address
translation, so it's worth the hardware needed 1o get memory protection.

Paging

In a cache, we fetched quantities called data blocks or cache lnes. Those are
typically somewhere beilween, say, 4 and 64 byles.

There is a corresponding terminclogy in virtual memory to a cache line. It's called
a page.
A page is a sequence of N bytes where N is a power of 2.

These days, page sizes are at least 4K in size and maybe as large as 64 K or
more.
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Lets assume that we have 1M of RAM. RAM is also caled physical memory. We
can subdivide the RAM into 4K pages. Thus 1M / 4K = 256 pages. Thus, our
RAM has 256 physical pages, each holding 4K.

Lets assume we have 10 M of disk. Thus, we have 2560 disk pages.

In principle, each program may have up to 4 G of address space. Thus, it can, in
principle, access 22° virual pages. In reality, many of those pages are considered
invalid pages.

Page Tables

How is an address translated from virtual to physical? First, Ike the cache, we
spit up a 32 bit virtlual address into a vitual page (which is like a fag) and a
page offset.

21 address 0
1111 0000 1111 0000 1111 0000 1111 0000

31 0

1111 0000 1111 OO0O 1111 0000 1111 0000

virtual page number page offcet
Filgure 4-3

If this looks a ot like a fully-associative cache, but whose offset is much larger,
its because that's basicaly what it is.

We must convert the virtual page number to a physical page number. In our
example, the virtual page consists of 20 bits. A page table is a data structure
which consists of 2% page mble eniries (PTEs). Think of the page table as an
array of page table entries, indexed by the virtual page number.

The page table's index staris at 0, and ends at 2% - 1.

Here's how it looks:
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Suppose your program generates a virtual address. You'd extract bits Bai-12 to get
the virual page number. Use that as an index into the above page table to
access the page table entry (PTE).

Each PTE consists of a valid bit and a 20 bit physical page (its 20 bits, because
we assume we have 1M of RAM, and 1M of RAM requires 20 bits to access each
byte}. If the valid bit is 1, then the virtual page in RAM, and you can get the
physical page from the PTE. This is caled a page hi and is basicaly the same
as a cache hit

If the valid bit is 0, the page not in RAM, and the 20 bit physical page is
meaningless. This means, we must get the disk page corresponding to the vitual
page from disk and place it into a page in RAM. This is called a page fault

Because disk access is slow, slow, slow, we want to minimize the number of page
faults.

In general, this is done by making RAM fully associative. That is, any disk page
can go into any RAM page (disk, RAM, and virtual pages all have the same size).

In praclice, some pages in RAM are reserved for the operaling system to make
the OS run efficiently.

Transiation

Suppose your program generated the following virtual address FOFOFOFOpex {which
is 1111 0000 1111 0000 1111 0000 1111 0000 ). How woukl you translate this
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to a physical address? First, you woukl spit the address into a virtual page, and a
page offset (see below).

Then, you'd see if the virtual page had a corresponding physical page in RAM
using the page table. If the valid bit of the PTE 1, then you'd translate the
vitual page to a physical page, and append the page offset That would give you
a physical address in RAM.

31 12 1 0

virtual addr | 1111 0000 1111 0000 1111 0000 1111 0000

virtual page number page offget
i Translation

19 12 11 0
physical addr 0000 1010 0000 1111 0000

physical page page offset
Figure 4-5

Huge Page Tables

Page tables can be wvery large. If every virtlual page was valid, our page table
would be 2% X 21 bits. This is about 3 Megs just for one program's page table. If
there are many programs, there are many iables, each occupying a lot of memory.

What's worse, the page tables we've been talking about are incomplets. If we
have a page fault, we need to find the page on disk. Where is it located? That
information kept in another page table, which is indexed by the virlual page
(same as the page table we talked about}, and tells you whers on disk io find it
Then, we have to copy that page to RAM, and update the first page table. Thus,
we need two page table tables!

These page tables are basically just data. Thus, they occupy memory as any data
occupies memory. When we switch from one process to another, we need to load
its page table in RAM for easy access. Ifs useful to keep it located in certain
parts of RAM for just such a purpose. If RAM i suitable large, we can hawe
soveral processes' page tables in RAM at the same time.
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A page table register can hold the physical address of the page table thats
currently active 1o get quick access. Stil, these are large, and we may want to
find ways to speed things up.

Inveried Fage Tables

There are many schemes io reduce the size of a page table. Cne way is to use
a hierarchy. Thus, we might have iwo layers of pages. Bits Bai.z» might tel you
the first layer, while B2i.12 might tel you the second layer.

Another idea is to use a kind of closed hash table. The hash table’s size is based
on the number of physical pages. The number of physical pages is usually a lot
smaller than the number of al virtual pages put together.

A hash function takes a virtual page number as input, and produces an index into
the hash table as the result Each entry of the hash table consisis of a virual
page number and a physical page number. You check to see if the virtual page
number matched, and if so, then you use the physical page.

If it missed, then you must resove the collision based on the hash table. In
practice, you may need the number of entries of the hash table o be a few times
larger than the number of physical pages, to awoid excessive coliisions.

An inveried page table takes longer to access because you may have collisions,
but it takes up a lot less memory. It helps with page hits. However, if you have a
page fault, you sill need a page table that maps virtual pages to disk pages, and
that wil be large.

Translation Look aside Buffer (TLB)

What's the cost of address translation? For each vitual address, we must access
the page table to find the PTE corresponding to the vitual page. We look up the
physical page from the PTE, and consiruct a physical address. Then, we access
RAM at the physical address. That's two memory acccess: one to access the PTE,
one more o access the data in RAM. Cache helps us cut down the amount of
time to access memory, but thatfs only if we have cache hits.

The idea of a TLB o create a special cache for translations. Here's one
example of a TLB.
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Y Virtnal Page Physical Page

Translation Lookaside Buffer (TLBY
Figure 4-8

Each row in the TLE is like one skt of a cache. Assume we have 64 rows. When
you have a virtual address, you can split it into a virlual page and an offset.

In paralel, compare the virfual page to all of the entries of the TLB (say, 64).
There should be, at most, one match. Just lke a fully associative cache, you want
to check if the TLB entry is valid.

If a TLB hit occurs, replace the virlual page with a physical page to create a
physical address.

If there's a TLB miss, then it's stil possible that the virtual page resides in RAM.
You must now ok up the PTE (page table entry) to see if this is the case. If the
PTE says the virtual page is in RAM, then you can update the TLB, so that it has
a correct vitual to physical page translation.

The TLB ik designed to only store a limiled subset of virtual to physical page
franslation. It realy just a cache for the page table, storing only the most
frequently used translations.

The TLB can be kept small enough that it can be fuly associatve. However,
some CPU designers make larger TLBs that are direct mapped or set associative.

Memory Protection

How does a virtual address give us memory protection? Suppose you work at a
post office, which assigns post boxes to indmviduals. You haw a person who
comes in and says they want three post office boxes: 100, 101, and 102.
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They insist on using those numbers. Ancther customer comes in, and insisis on
using those numbers to. How can you accommodate both customers?

Basically, you cheat You tell the first customer you have boxes 100, 101, and
102, but you assign him boxes 200, 201, and 202. Similarly, you tell the second
customer that you also have boxes 100, 101, and 102, but you assign her boxes
320, 321, and 322.

Whenever customer 1 wants the mail in box 100, you ftranslate it to box 200.
Whenever customer 2 wants mail in box 100, you franslate it to box 320. Thus,
your two cusiomers get to use the box numbers they want and through the magic
of translation, they two customers awid using each other's boxes.

If the post office wanted to reserve its own boxes for its own use, it could reserve
boxes 1 through 100 to itself, and newver assign those boxes, direclly or indirecty
to a customer. Even if a customer wants box 50, they can be assigned box 130,
safely outside the range of boxes reserved for the post office.

This same analogy applies fo real programs. Each program can assume it uses
the same set of 32 bit vifual addresses. We just make sure that those virtual
pages do not map io the same disk page, nor to the same physical page.

Who's job is it to assign the pages? It's the operating system. When a program
starts up, it will want a certain range of addresses. The operating system creates
a page table for the program, making sure the digsk pages it uses do not conflict
with the disk pages of other programs.

Invalid Fages

Sometimes you don't really wanmt a program to access all possible 32 bit
addresses. This helps reduce the total size of the page table. One way to prevent
a user program from accessing invalid pages is making certain virtual pages
entries invalid. Thus, an attempt io franslate virbual to physical page will fail, and
even looking up the virtual page on disk fails.

Page Replacement Schemes

Like cache, you can hawe page replacement schemes based on FIFO, LRU, LFU,
etc. In general, page replacement schemes can be more sophisticated because
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geting a page off disk is really slow, s0 you can afford to take more time to
make a better choice.

Dirty Bit
In reality, caches usually don't have dirty bits. This means that you must always
write back if a cache line is evicted.

However, because disk access is slower, it makes sense to use dirly bis for
pages. Thus, if a page hasnt been modified {maybe because it's read only),
there's no reason to copy it back to disk. Just toss it out.

Cache

Virtual memory works with caching. Basically, once the virtual address is translated
to a physical address, and then the physical address is passed to the cache,

which checks to see if there is a cache hit.
The Oblivious Programmer

As with cache, assembly language programmers don't have to worry about vitual
memory. They just see "memory”. They don't do anything in particular whether
there’s virtual memory or not Virtual memory is handled partly by hardware
(franslation mechanism) and parly by the operating system (seis up page table,
handles page faults, etc).

This is good because at one point programmers had io worry very much about
whether a chunk of memory resided on the disk or in RAM. Programmers had to
spend a great deal of effort managing this, and it distracted them from coding.
With virlual memory, the management of disk as an extension of RAM is handled
automatically.

Shared Memory

You can share memory between two processes by mapping the virtual page to the
same disk page. When that disk page is resident in physical memory, then both
processes can access the same location.

There may be issues of synchronization to handle, but that's a topic that's best left
to a course in operating systems. Suffice it to say that we do have a way to map
vitual pages 1o the same disk page to alow for sharing.
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Sharing is available when you want two processes o collaborate in a somewhat
safe manner. Both processes, for the most part, have ther own memory. They
only share a small region between the two of them.

Terminology

Some definitions before we summarize:

» A physical page is 2* consecuive byles in memory. The page i "super
word-aligned”. That is, it's first byle must be at an address diisible by 2*.

» A disk page is 2¥ consecutive bytes in disk (also, super word-aligned) Disks
can be partitioned up non-contiguously, so it doesn't have 1o be ftruly
consecutive, as long as the CPU "hinks" it is. Each physical page should
have a corresponding disk page. Howewer, there are usually far more disk

pages than physical pages.

« A virtual page is 2* consecutive bytes, which is super word-aligned. This is
the page the program thinks it is dealing with. This page can either be in
RAM (physical memory) and/or disk.

The physical page number, disk page number, and virtlual page number can all be
different. The virtual page number is the page used by the program. The physical
page number is the page in RAM, if it is currently in RAM. The disk page number
is the page in disk. Recall the post office analogy where the person has a virtual
post office box number, and the postal workers know the mapping for each person
from virtual box number to real box number.

Check your progress
Q1. Define RISC.
Q2. What i virtnal memory? Exphin,
Q3. Defire Paging, Page table and TLB.
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4.6 Summary

In this unit you learnt about Interrupt Structures, Multiprogramming, Processor
Features, Reduced Instruction Set Computers (RISC), Virtual memory

Interrupt structure refers to the precedence of interrupts.

Superscalar architecture usually is associated with high-output Reduced
Instruction Set Computer (RISC) chips.

MMX technology was originaly named for mulimedia extensions, or
matrix math extensions,

If's also possible to have memory protection without any disks.

A programmer might be able to access all disk pages, if the operating
system allowed it when seting up page tables.

4.7 Review Questions

Q1. What do you mean by interrupt structures? Explain with example.

Q2. What is a muliprogramming? Explain in detail.

Q3. Define the processor features?

Q4. Write a short note on Reduced Instruction Set Computers.

Q5. Define virtual memery in dstail.
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Block - 4 : Concepts of Software & Operating System

This is the fourth block of this course and focused on the concepts of sofiware & operating system.
This block has detadled description of software and is types. It also focused on operating system and
having four following umits.

In the first unit of this block we introduce the concept of software, types of sofiware ke system and
application software. We akoe discussed about the different programming languages like alporithmic
lnguages, business-oriented hbnguages, education-oriented languages, object-oriented languages,
dechrative languages, scripting hnpuages, document formatting languages, World Wide Web
disphy knguages.

In the second mmit we focused on nature of soffware, qualitics of sofiware, and different views of
software quality. These views are iranscendental view, user view, manufachmring view, product view,
and vahe-based view and in the st we described about the bisiness vale of quality., .

In the third i we discussed about the operating systems is history and evoldtion This umit alko
covers the finctions of operating system These finctions are process mamagement, memory
management, device management, fik pw@pagement, scourty management, and conmmand
interpretation, We ako discussed the concept of multitasking and s fimctionality,

In the last unit we told about the muliprocessing diffierence between nmltiprogramming and
mukiprocessing, advantages and lmiations of mmiltiprocessing We ake cowvered the concept of
time-sharing, requirements of time-sharmg systerns, advantages of time-sharing systems, real-time
operating system, difference: RTOS v/s general purpose OS, RTOS classification,

As you study the mmterial you will come across abbreviations in the text, e.g Sec. 1.1, Eq.(1 .D etc.
The abbreviation Sec. stands for section, and Eq. for equation. Figure, a. b refers to the bth figure of
Unit a, ie. Figure. 1.1 is the first figure in Unit 1. Similarly, Sec. 1.1 & the first section in Uni 1 and
Eq.($.8) is the eighth equation in Unit 4. Similarly Table x y refers to the yth table of Unit x ie.
Tabk. 1.1 & the first table in Unit 1.

In your study you wil also find that the units are not of equallength and your study time for each
unit will vary.

We hope you enjoy studying the material and wish you success.
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UNIT-I

Software Concepts

Structure

1.0 Introduction

1.1 Sofiware

1.2 Types of Software

1.3 Programming Languages

1.4 Summmary
1.5 Review Questions

1.0 Introduction

This 8 the first unit of this block. In this wmit we focused on software concepts. There are five
gections in this wit. In Sec. 1.1 you will know about software. Sometimes abbreviated as SW and
S/W, sofiware & a collection of instnictions that enmable the user to interact wih a comynier, its
bardware, or perform tasks. Without softwere, computers would be useless. For exanple, without
your Infernet browser, you could not swf the Imtermet or read this page and wihout an operating
system, the browser coukd mot rm on your computer. The picture to the right shows a Microsoft
Excel box, an examplk of a spreadsheet software program In Sec. 1.2 we discussed about types of
software, There are two main types of sofiware: systems sofiware and application sofitware. Systems
software includes the programs that are dedicated to managng the computer iself, such as the
operating system, fle management utiliies, and disk operating system (or DOS). In Sec. 1.3 you will
leam sbout programming language. A programming linguage & 2 formal computer lmguage or
constructed language designed to comymmicate instructions to a machine, particularly & computer.
Programming languages can be used to create programs to control the behavior of a machine or to
express algorithms. In Sec. 1.4 and 1.5 you will find summary and review questions respectively.

Objectives
After studying this unk you shoukl be abk to:
 Define Sofiware & its types

® Describe Progranmming Languages

1.1 Software

Computer software, or just software, 5 any set of machine-readable mstructions {most offen i the
form of a computer program) that directs a computer's processor to perform specific operations, The
term i used to conirast with computer hardware, the physical objects (processor and related devices)
that carry out the imstructions. Hardware and scfiware requie each other; neither has any vahe
without the other,

MBA 3.51/223



1.2 Types of Software

Compuier

Saftware.
Performs Information Manages and Supports
Processing Tasks System Operations of Computer
for End Usars Software Systems and MNobtworks

® Schtware Suites = Business-Accounting, = Operating Systems = Programming
® Web Browsars Transaction Processing. ® Network Management Language Transiators
= Electronic Mail Customer Relationship Programs = Programming
= Word Processing Management, Enterprise = Database Management Editors and Tools
B Spreadsheets Resource Planning, Systems a Computer-Aided
m Database Managers Elecironic Commerce, sic. = Application Servers Soltware Engineering
® Prasentation Graphics » Science and Engineering = Sysiem Utilities (CASE) Packages
= Personal Information ® Education, Entertainment. = Performance and
Managers elc. Security Monitors

= Groupware

Figure 1-1 Software Types
System Software

System software 18 a program that manages and supports the computer resources and operations of a
computer system whilke it executes various tasks such as processing data and mformation, controlling
hardware components, and allowing users to use application sofiware, That is, systems software
finctions as a bridee between computer system bardware and the application sofiware. Svstem
software 5 made wp of many confrol programs, ichding the operating system, commumications
software and database manager. There are many kinds of computers these days. Some of them are
easier to learn than others. Some of them perform better than others. These differences may come
from different systems software,

Three Kinds of Programs

Systerms software consists of three kinds of programs. The system menagement programs, system
support programs, and gystem development programs are they, Thege are exphined briefly.

System Management Prograns

These are programs that manage the application sofiware, computer hardware, and data resources of

the computer system These programs inclade opersiing systens, operating environment programs,
database management programs, and teleconmmmications monitor programs. Among these, the most

Inportant system management programs are operating systems. The operatng systems are needed to
study more detailk, There are two reasons. First, users need to know ther finctions first, For the

second, there are many kinds of operating systems availbble today.

Telecommimications monitor programs are addiions of the operating systers of microconputers.
These programs provide the extra logic for the computer system to conirol a cliss of commmumications
devices,
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System Support Programs

These are the programs that help the operations and management of a computer system. They
provide a variety of support services to ket the computer hardware and other system programs nm
eﬂici:mﬂly. The major system Support programs are syslae:mw:iltypmgtm, system performemce
monior programs, and system security monior programs (virus checking programs).

System Development Programs

These are programs that help users develop information system programs and prepare user programs
for computer processing. These progems may analyze and design systems and program iself The
main  system  development programs  are  programming  hnguage tramshitfors, programming
emvironment programs, computer-aided sofiware engineering packages.

AFPPLICATION SOFTWARE

Appllcahon‘ ion sofiware consists of Programs that direct computers to perform specific informstion
processing activities for end uscrs. These programs are called application packages because they
direct the processing required for a particular use, or application, which users want to accomplsh

Thousands of application packages are availble because there are thomsands of different jobs end
users want computers to do.

Kinds of Application Software

Application software incldes a variety of programs that can be subdivided mte general-purpose and
application-specific categories.

General-Purpose Application Programs

General-purpose  applications packages are programs that perform common information processing
hobs for end users, For example, word processing programs, electronic spreadsheet programs,
databasc management programs, graphics programs, commmications programs, and infegrated
packages are popular with microcomputer wsers for home, education, business, scienfific, and many
other general purposes.

They are ako known as productivity packages, becanse they significantly increase the productivity of
end users. This packaged software & alko called off-the-shelf software packages, becase these
products are packeaged and avaiable for sale. Mamy featres are common fo most packaped

prograims.

Application-Specific Software

Many application prograns are avaiable to support specific applications of end users. Business
Application Programs: Programs that accomplsh the informmtion processing tasks of important
business fimctions or industry requiremenis.

Scientific Application Programs. Programs that perform infbrmaetion processing tasks for the natural,
physical social and behavioral sciences, engineering and all other areas volved in scientific
research, experimentation, and development There are so many other application arcas such as

education, music, art, medicing, etc.
Application Software Trends

The trend in computer application sofiware B toward mukipwpose, expert-assisted packages with
natural language and graphical user iterfaces. There are two major trends:

Of-The-Shelf Software Packages

There 5 a trend away from custom-designed one-of a-kind programe devebped by the professional
progranmers or end users of an organiztion
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Instead, the trend & toward the use of the "off-the-self" sofiware package acquired by end users from
sofiware vendors, This trend accelerated with the development ofinexpensive and easy-to-
use productivity sofiware packages for microcomputers, and it contimes to grow.

Nonprocedural, Natural Languages

There 8 2 mmjor trend away from technical, machine-specific programming lnguages using binary-
based or symbolic codes and from procedural langnages, which wse English-like statements and
mathematical expressions to specify the sequence of instructions a computer mst perform
Instead, the trend 8 toward nonprocedural, matural langages that are cloger to hmman comversation,
This trend has accelerated with the creation of easy-to-use, nonprocedural fowrth- generation
languages (AGL). It contimes to grow as develpments N graphics and arfificial intelligence
produce natural languapge and graphical interfaces that make software packages easier to use.

POPULAR APPLICATIONS SOFTWARE

Word Processing Packages

Word processing software 8 used to create, manipulate, and print documents. Documents can be any
kind of text material Some examples of documenis are letters, memos, term papers, reports, and
contracts.

The beauty of the computer word processor & that users can make any changes or comrections before
printing owt the document. Even affer wsers document is primed out, users can easily go back and
make changes. Users can then print it out again Popular word processing packages include
WordPerfect, MS-Word, and MacWrite. These word processing packages allow users to do the
Bbllowing interesting features:
o Word Wrap/Enter Key: One outstanding word processing feabre s a word wrap. A
word processor decides for Users and automatically mowves the cursor to the next Iine.
As wsers keep typing, the words "wrap around” to the next Ine. To begin a new
paragraph or leave & blank Ime, users press the Enter key.

o Search/Replace: A search command allows users to find any mwmber that users know
exigls in vsers’ document. When users search, the cursor will move to the first place
where the item appears. The replace command subomatically replaces the word users
search for with another word. The search and replace commends are usefil for finding
and fixing errors.

o Block/Move: The portion of text users wish to move 8 a block. User’s mark the block
by giving commands that produce highlighting, a band of light over the area, The task
of moving the block s called a block move. The block command may ako be used to
delete text or to copy chunks of text ime another document.

o Marging: Margins may be justified to right, kfi or full (right and leff at the same
time} in the most word processing packages, That &, they may be evened up to the
right, keft or both side smukancously.

o Centering/Emphasizing: Hecadings of a document may be cemered. Words or
phrases may be typed underlined or beldface (exira dark kettering) for emphass.

o Spelling Checker: A speling- checker program can check speling emors m a
document automatically.

o Thesauros: This programs cmabk wsers to quickly find the right word or an
alternative word by presenting users with an on-screen thesaurus.
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o Mall Merge : This feature alows wsers to merge different names and addresses so
that users can mail cut the same firm letter to different people.

o Deskiop Publishing : Todays advamced word processing programe can perform
desktop publshing capabilitics. Ths feature enables users to mix text and graphics to
produce newsketiers and other publications of nearly professional quality.

o OQOutliner: Sometimes called idea processors. It helps users organze and outlne
users’ thoughts before users prepare a document or develop a presentation

o Grammar/Style Checker :These programs can be 1sed to ideniify and cormrect
grammmar and punctuation errors.

o Importing : Most of the progmms have animporting featire. Files may be retrieved
from non-text programs such as spreadsheets and graphics and added to the word
processing program.

Electronic Spreadsheet Packages

A spreadsheet is an eclectromic worksheet wsed to organiz and manipulate numbers and disply
options for what-if amalysis. The clectronic spreadsheet has rows and colmmms stored i the
computer's memory and disphyed on its video screen. Electronic spreadsheets albw users to fry out
various what-if kinds of possibilities, That & a powerfil feature. Users can manipulate mmbers by
using stored formubs and calculate different outcomes. A spreadsheet has several parts.
The worksheet area of the spreadsheet has column headings across the top and row headings down
the left-hand side. The intersection of a colimm and row & called acell The cell hokls a unit of
information. The position of a cell 8 called the cell address. A cefl pointer (spread sheet cursor)
indicates where data s to be entered or changed in the spreadsheet,

Popular electronic spreadsheet packages inchde Lotus 1-2-3, Quatiro Pro, and Excel Some common
feahwes of spreadshect programs are as follows:

o Format: Column and row headings are known as labels, Usually a label i a word or
gymbol A mumber in a cell is caled a value. A label can be centered i the cell or
positioned to the left or right A vale can be displayed to show decimal places,
dollars, or percent (%). The mmber of decimal positions (if any) can be akered, and
the width of colmms can be changed.

o Fornmias: The major benefi of spreadsheets is that users can manipulate data by
using formuks. They make connections between mummbers i particular cells.

o Recaleulationr Recalultion s the most mportant feature of spreadsheets. If users
change one or more mmnbers in users’ spreadsheet, all related formubas will
recakulate automatically. By manpulating the wvalues, users can use spreadsheet
formuls to explore users’ options.

o Windows: The screen-sized area of a spreadsheet that users can view E called
a window or a page. Only about 20 rows and & columns of a spreadsheet are visible on
the video display screen at one time. The total size of the spreadsheet can be much

larger.

o Graphic Data Display: Most spreadsheets allow users to present their data in graphic
form That is, users can disply mumnerical information as pie charts or bar charts.

o 3-D Graphics: Most spreadsheet programs cven permik users to disphy data m
graphs and charts that have a three-dimensional look
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o Graphics on Worksheet: A new feature gives users the abiliy to plce graphical
elements such as lines, arrows, and boxes directly onto the wuorksheet Users can
create charts and graphs directly on the worksheet.

o Consolidation Feature: Data may be comsolidated from several small worksheets
mto one large worksheet. Thus, wsers cen work wih small worksheets, which are
more manageable, and summarize the data on a lrge worksheet.

o Dynamic File Links: Some sofiware offers dynamic file hinks, which allow users to
link cels in one worksheet file to cells in other worksheet files, Whenever a change
ocows In one file, the Inked cels in the other files are antomatically updated.

Database Management Packages

A databaseis a lrge collection of data enfered 2 computer system and stored for fiture use. The
computerized information in the database 8 organized so that the parts that have something in
common can be retrieved easily. Most DBMS packages can perform four primary tasks:

= Database Development: Define and organize the content, relationships, and struchure
of the data needed to build a database.

= Database Interrogation: Access the data in a database for information retrieval and
report generation. A user can selectively retrieve and display information and produce
printed reports and documents.

= Database Maintenance: Add, delete, update, comect, and protect the data in a
database.

= Application Development: Develop prototypes of data eniry screens, queries, forms,
reports, and labels for a proposed application.

A datmbasc mamagement package or daiabase management system (DBMS) 8 a sofiware package
used to set up, or sttuchwre, a database. It & also used to retrieve inbrmation from a database. The
top part of the figure is a menw. The cntire list of member names and addresses & called a file. Each
line of formation about one member is called a record. Each cohum of information within a record

i§ called a field.

Popular datebase mansgement programs inchide JBASE, Paradox, and FoxPro. Database
management packages have different features, depending on their sophistication A principal featre
of database management software for microcomputers is as follows:
o Refrieve/Display: A basic feature of all database programs is the capability to locate
records in the file quickly The program can search each record for a match in a
particular fiekd to whatever data users specify. The records can then be dsplyed on
the screen for viewing, updating, or ediing.

o Sort: Database management packages make i easy to change the order of records n a
file. Normally, records are emiered the database in the order they ocour. There are
many ways users can quickly rearrange the reconds in the file, such as by employees'
last name or by their social security mmober.

o Calculate/Format: Many database programs contam bulk-m math formmilss. In the
office, for example, wers can use this featuwre to fmnd the highest or lowest

commissions eamed. Users can cakubte the average of the commissions eamed by
the saks force in one part of the couniry. This imformation can be organized as a tabk

and printed out in a report format.
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o Cmstomized Data-Enfry Forms: A person new to the database program may find
gsome descriptions for fields confising For exarple, a field name may appear as
"CUSTNUM” for "customer mmber." However, the form on the screen may be
costomizzd so that the expression "Enmter the customer mumber” appears for
"CUSTOM." Fickis may also be rearranged on the screen, and boxes and lines may be
added.

o Professional-Looking Reports: A custom-report option enables users to design the
clements users want in a report. Examples are the descriptions appearing above
columns and the fiekis wsers wish to inchide. Users can even add graphic elements,
such as a box or line, so that the printed report has a professional appearance.

o Progmm Conirol Languages: Most peoplke wsing a database management program
can accomplish everything they need to do by making choikces from the memus. Many
datsbase management programs inchude a programming confrol language so that
advanced users can creaie sophisticated applications.

Graphics Packages

A praphics program can disphy mumeric data n a visual format for analyfical or presentation
purposes. Any other types of presemiation graphics displays arc possible. Draw and Jnput graphics
packages support frechand drawing, whie desktop publshing prograns provide pre-deawnchp
art graphics for imsertion into documents. Popular business graphics packages are Harvard Graphics,
Freclance, Corel Draw, and etc. There are two types of graphics prograns. Anabtical graphics
programs are \sed to analyze data, Presemtation graphics programsy are 1sed to create attractive
fnshed graphs for presentations or reports.

e Analytical Graphics: Analytical graphics make rmmerical dats much easier to grasp than
when i 8 as rows and cohmns of mumbers. Graphics may take the form of bar charts, Ine
graphs, and pie charts. The bar chat gives an instant visual profile of the some figures. The
line graph shows a visual profile in another way. The pie chart shows the proportion of some
figres as shces of pie. High-low graph shows a rmange, such as house prices.
Most analytical graphics programs come as part of spreadsheet programs, such as Lotus 1-2-3
and Quattro-Pro. They are helpfil in disphying economic trends, sales figres, and the like
for easy analysis. Analytical graphics may be viewed on a monitor or printed out.

¢ Presentation Graphics: Users can use presentation graphics to comnumicate a message or to
persuade other people, such as supervisors or clients. Thus, presentation graphics are used by
marketing or sales peopl, for example. Presenfation graphics look more sophisticated than
analytical praphics, using color, tifles, a three- dimensional ok, and other features a graphic
artist might wuse. High-end presentation graphics packages ewen inclide enimation
capabilities. These packages albw wsers fo create and edit animated graphics on user’s
IMiCroconputer.

Conmumications Packages

Communications  sofiware packages for microcompuiers are alko  viewed as general-
purpose apphication packages. These packages can commect a microcompuier equipped with
amodem to a public and private network Commmications soffiware enabks a microcomputer to
gerd and recetve data over a telephome or other commmications  line.
Commmications programs arc used by all kinds of peeple mside and outside busimess. Examples are
students doing research papers, travelers making phbme reservations, consumers buying products,
investors getting stock quotations, and economists pgetting gpovernment siatistical data.
Commumnications programms give microcomputers a  powerful fatre, which i comnectiviy.
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Comnections with microcomputers open a world of services. Popular commwmications software
inchides ProComm, Smartcom, and Crosstalk, Some common features of microcomputer
commumications progrems are as follows:

o Datn Banks:With a communications program, users can access €norMouSs
computerized databazes - data banks of information. Some of these, such as Dislog,
resemble huge electronic encyclopedias.

» Moessage Exchanges: Commmmications programs enable wsers to leave and receive
messages onelectronic bulletin boards or to we electronic-mail services. Electronic
bulletin boards exist for people imterested im swapping all kinds of software or
information.

Many organizations mow have electronic mmilboxes. For instance, nsers can iransmit a
report users have created on users’ word processor to a farmway company executive or
to a college instructor.

¢ Financial Services: With commmumications programs, users can ok up ailine reservations
and stock quotations. Users can order dscount merchandise and even do home banking and
bill paying.

Integrated Packages

Integrated packages conmbine the abilities of several general-purpose applications in one program
Integrated software i an alkin-one application package that inclides word processing, spreadsheet,
database manager, graphics, and commumications. An infegrated package works together and shares
mformation from one program with another. Imtcgrated packages were devebped to solve the
problems caused by the inabilty of individual programs to commmicate and work wih commwn
files of data.

Some integrated packages require significant amounts of memory and may compromsse on the
speed, power, and flexbilty of some of ther finctions to achieve fegration Powerfil
microcomputers available these days, howewer, allow users to accomplsh all their works without
sacrificing computers’ speed and flexibility.

What happens if users want to fake the data in one program and use i in another? Suppose users
want to take nformation stored in the database manager and use it in a spreadsheet This i not
always possible wih separate application packages, but & & wih iiegrated soflware.
With an mtegrated package, users can wse the database mamager to pull together relevant facts. An
cxanple of such facts might be the anmual membership fees for a sports clb for different years.
Users can then use the spreadsheet to compare these membership fees. Users can use the word
processing program toc write a memo about these membership fees for different categories of
members. Users can use this program to nerge inko the memo total fiom the spreadsheet. Finally,
users can use the commmications program to send the memo to another computer.
Some popular inbegrated packages are Works, Fist Choice, Symphony, Enable, Framework, Smart
Ware 11, Microsoft Office, and Perfict Office. End users who are just begiming to lkearn about
application software find integrated packages quiie helpfil These packages can easily exchange data
between programs, and they share a cominon structure. These factors nmke them casy to kam and
convenient to use.

Check your progress
Q1. What do you mean by Softwarc?

Q2. Define the types of sofiware?
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1.3 Programming Languages

Computer programmwing knguage, any of wvarios lnguages for expressing a set of detaied
mstructions for a digital computer, Such instructions can be executed diectly when they are i the
computer manufacturer-specific nmumerical form lknown as machine language, after a simpk
substitution process when expressed in a comesponding assembly bingmge, or after transhtion from
some ‘higher-level” bnguage. Akhough there are over 2,000 computer languages, rebtively fow arc
widely used.

Machine and assembly lnguages are “low-level” requiring a programmer to manage explicitly all of
a computer’s iliogyncratic features of data storage and operation. In contrast, high-level languages
shicld & progranmeer from worrying about such considerations and provide a notation that i3 more
easily written and read by programmers.

Language types
Machine and assembly languages

A machine language comgists of the mumeric codes for the operations that a particular computer can
execute directly. The codes are strings of Os and 1s, or binary digits ("bits™), which are frequently
comerted both from and to hexadecimml (base 16) for human viewing and mwodification Machine
lanpuage instructions typically use some bits to represent operations, such as addition, and some to
represent operands, or perbaps the location of the next imstructon Machine hnguage is difficuk to
read and write, since & does not resemble conventional mathematical notation or human language,
and its codes vary fiom computer to computer.

Agsembly bnguage i8 one level above machine language It uses short mnemonic codes for
nstructions and allows the programmer to miroduce names for blocks of memory that hold data. One
might this write “add pay, total” (Assembly Language) mstead of “0110101100101000” (Machine
Language) for an instruction that adds two mmbers.

Assembly language & designed to be easily transhted into machine linguage, Although blocks of
data may be referred to by pame mstead of by ther machine addresses, assembly language does not
provide more sophiticated nwans oforgenizing complex information Like machine language,
assembly lanpuape requires deiniked knowledge of intemal computer architecture. It 5 usefil when
such detais are important, as i programming a computer to interact with input/outpat devices
{printers, scamners, storage devices, and so forth),

Algorithmic languages

Algorthmic languages are designed to express mathematical or symbolic computations. They can express
algebraic operatlons in notatlon similar to mathematics and allow the use of subprograms that package
commaonly used operations for reuse. They were the first high-level languages.

FORTRAN

The first important algorihmic langmge was FORTRAN (fornwila franslation), designed m 1957 by
an [BM team led by John Backus. It was miended for scientific computations with real mumbers and
collections of them organtzed as ome- or multidimensional amrays, Its conbrol stuctures nchded
conditional IF statements, repetitive loops (so-called DO loops), and a GOTO statement that allowed
non sequential execution of program code. FORTRAN made it convenient to have subprograms for
common mathematical operations, and buik lbraries of them

FORTRAN was ako designed fo tramshte into efficient machine language. It
was immediately successful and contimies to evolve.

MBA 3.51/231



ALGOL

ALGOL (gigorihmic language) was designed by a commiltee of American and Europesn computer
scientists during 195860 for publishing algoriftms, as well as fr doing computations. Like LISP,
ALGOL had recursive subprograms—procedures that could imoke themselves to sohve a problem by
reducing it to a smaller problem of the same kind. ALGOL miroduced block structure, in which a
program i composed of blocks that might contain both dafa and instructions and have the same
struchme as an entire program. Block struchare became a powerful tool for building large programs
out of small components.

ALGOL coniributed a potation for describig the struchmre of a progmmming knguage, Backus—
Naur Form, which in some variation hecame the standard tool for stating the syntax (grammar) of
programming languages. ALGOL was widely wsed in Europe, and for many years it remained the
lnguage i which compuier alporilms were published. Many important languages, such
as Pascal and Ada (both described later), are its descendants,

LISP

LISP (fist processing) was developed about 1960 by Jobn McCarthy at the Massachusctts Instite of
Technobogy (MIT) and was founded on the mathematical theory of recursive finctions (in which a
finction appears I iz own defmition). A LISP program i3 a fimction appled to data, rather than
being a sequence of procedural steps as in FORTRAN and ALGOL. LISP wses a wery simpk
notation m which operations and their operands are given in a parentheszed list For example,
{(+a(*bc)) stands fora-+b*c. Akhough this appears awkward, the notation works well for
computers, LISP ako uses the Ist stncture to represent data, and, because programs and data use the
same structure, i B easy for a LISP program to operate on other programs as data.

LISP became a comxmon hnguage for artificial infelligence (Al) programming, parlly owing to the
conflnence of LISP amd Al work at MIT and partly because Al programs capabk of “leamning’ coukd
be written in LISP as selfmodifying programs, LISP has evolved through mmmerous dialects, such as
Scheme and Commoen LISP.

C

The C progranyning knguage was developed in 1972 by Demnk Richie and Brian Kernighan at the
AT&T Corporation for programming computer operating systems. Its capacity to structure data and
programs through the composition of smaller wmits & compamble to that of ALGOL. It uses a
compact notation and provides the programmer with the ability to operate with the addresses of data
as wel as with their values. Ths abiliy i8 important insystems programming, and C shares with
asseni:lyhngmgethepowm‘toemhta]lﬂwfeahn‘esofamnputersﬂermlmhﬁecm(}ﬂ
along with #ts descendant C++++, remains one of the most common languages.

Business-oriemted languages
COBOL

COBOL (common business oricnted Janguage) has been heavily uwsed by busiesses since iz
mception mm 1959, A conmuittee of computer mamfacturers and wsers and US. government
organizations established CODASYL (Committee on Data Systems and Lanpuages) to develop and
oversee the language standard in order to ensure is portability across diverse systems.

COBOL uses an English-lice nofation—novel when infroduced. Business computations organize and
nanipulate lrge quantitics of data, and COBOL iniroduced the record data structure for such tasks.
A tecord chisters heterogensous data such as a name, ID mumber, age, and address into a single unit.
The conirasts with scienfific languages, n which homogencous amrays of mmmberz are commmon
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Records are an important example of “chunking” data into a single object, and they appear in nearly
all modern languages,

SQL

SQL (structired query lnguage) s a lnguage for specifyng the organimtion ofdatabases
{collections of records). Databases organized wih SQL are called relational because SQL provides
the ability to query a database for mformation that falk m a given relation. For example, a query
might be “find all records with both kst name Smith and city New York.” Commercial database
programs commonly use a SQL-like language for their queries.

Education-oriented languages
BASIC

BASIC (beginmer’s all-purpose symbolic mstruction code) was designed at Dartmouth College in the
mid-1960s by Jolm Kemeny and Thomas Kurtz It was ifended to be casy to learn by novices,
particularly non-computer science majors, and fo nin well on atime-sharing computer with many
users. It had simple data struchmes and notation and it was imterpreted: a BASIC program was
franshted line-by-line and executed as I was transhited, which made # easy to bcate programming
€ITOTS.

Its small size and simplicity alko made BASIC a popular language for early persomal computers. Its
recent forms have adopted many of the data and conirol structures of other contemporary langmges,
which makes i more powerfiul but kss convenient for begimers.

PASCAL

About 1970 Niklans Wirth of Switzerland designed Pascal to teach structured programming, which
emphasized the orderly use of conditional and loop ceomtrol struchmes without GOTO statements.
Although Pascal resembled ALGOL in motation, & provided the ability to define data types with
which to organize conplex iformation, a feature beyond the capabilities of ALGOL as well as
FORTRAN and COBOL. User-defined data types albwed the programmer to infroduce names for
complex data, which the language translator could then check for comrect usage before ruminga
program

During the late 1970s and *80s, Pascal was one of the most widely used lanpuages for programming
nstruction It was available on nearly all compruters, and, becawse of its fumiliarity, claity, and
security, it was used for production sofiware as well as for education.

LOGO

Logo orighated in the hite 1960s as a simplified LISP dilect for education; Seymour Papert and
others used it at MIT to wach mathematical thinking to schoolchildren. Tt had a more conventional
syntax than LISP and featwred “trtle graphics,” a simpk method for genematng computer graphics.
(The name came fiom an eatly project o program a turtle ke robot) Turtle graphics used body-
centered instructions, i which an object was moved around a screen by commands, such as *“left 907
and “forward,” that specified actions relative to the cumrent positon and crientation of the object
rather than in terme of a fixed famework. Together with recursive routings, this technique made #
gasy to progmm intricate and attractive patterns.

HYPERTALK

Hypertak was designed as “programming for the rest of us” by Bill Atkingon for Apple’s Macintosh.

Using 2 simple English-like syntax, Hypertak enabled anyone to combine text, graphics, and audio
quickly mto “lnked stacks” that could be navigated by clicking with a mouse on standard buttons

supplied by the program Hypertalk was particularly popular among educators in the 1980s and early
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908 for clssroom multimedin presentations. Akbough Hypertak had many featuores of object-
oriented bngmges (described in the next section), Apple did not devebp i for other computer
phatiorms and let ¥ bngush as Apple’s mearket share declined in the 1990s, a new cross-platform
way of displaying nwitimedia left Hypertak all but obsolete.

Object-orienied lanpuages

Object-oriented lnguages help to manage complexity in large programs. Objecis package data and
the operations on them so that only the operations are publicly accessibk and infernal details of the
data stmictyres are hidden, This nformation hiding made hrge-scale programming easier by albwing
a progremmer to think about each part of the program in soltion. In addition, objects may be
derived from more general ones, “inheriting” their capabiliies. Such an object hierarchy made it
possible to define specialized cobjects without repeating all that is in the more general ones.

Object-oriented programming began with the Simula lnpuage (1967), which added information
hiding to ALGOL. Another mnfliential object-oriented lbnguage was Smalltak (1980), m which a
program was a set of objects that interacted by sending messages to one another.

C+

The CH+ language, developed by Bjame Stroustrup at AT&T in the mid-1980s, extended C by
adding objects to & while preserving the efficiency of C programs. It has been onc of the mwost

important langmges for both education and industrial programming Large parts of many operating
systems, such as the Microsoft Corporation’s Windows 98, were written i C++.

ADA

Ada was named for Augista Ada King, counfess of Lovelice, who was an assistant to the 19th-
cenhry English iventor Charles Babbage, and B sometimes called the fist computer programmer.
Ada, the language, was developed in the carly 1980s for the U.S. Departnent of Defense for large-
scale programming. It combined Pascallke notation with the ability to package operations and data
mto independent modules. Its first form, Ada 83, was not fully object-oriented, but the subsegquent
Ada 95 provided objects and the ability to construct hierarchies of them, Whike no onger mandated
for mse in work for the Department of Defense, Ada romams an effective language for engineermg
large prograims.

JAVA

In the early 1990s, Java was designed by Sun Microsystems, Inc., as a programming langnage for the
World Wide Web (WWW). Although it resembkd CH++ in appearance, i was filly object-oriented.
In particular, Java dispensed with lower-level features, inchiding the abilty to manipulate data
addresses, a capabiliy that B peither desirable nor useful n prograne for distrbuted systems. In
order to be portable, Java programs are tramshted by a Java Virual Machine specific to each
computer phtform, which then executes the Java program In addiion fo adding inferactive
capabilities to the Imfernet through Web “applkts,” Java has been widely wmed for programeming small
and portable devices, such as mobike telephones.

Visual Basic

Visual Basic was developed by Microsoft to extend the capabilitics of BASIC by adding objects and
“event-driven” programming: buttons, mems, and other elements of graphical user interfaces
{GUIs). Visual Basic can alo be used within other Microsoft sofiware to program small routines.

Declarative languages

Dechrative languages, ako called nomprocedural or very high level, are programymng languages
which (ideally) a program specifies what & to be done rather than how to do it In sich hnguages
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there & less difference between the specification of a program and its implementation than in the
procedural lanpuages described so far, The two common kinds of declarative hingnages are logic and
finctiona]l languages.

Logic programming lkngoages, of which PROLOG (programming i logic) i the best known, state a
program as a set of logical relations {e.g., a grandparent s the parent of a parent of scmeone). Such
languages are simibr to the SQL database language. A program is executed by an “inference engine”
that answers a query by scarching these relations systematically to mmake inferences that will answer
a query. FROLOG has been wsed extensively in natural language processing and other Al prograns.

Functional languages have a mathematical style. A fimctional progmm B constructed by applying
finctions to arguments. Functional languages, such as LISP, ML, and Haskell, are used as research
took m lngmage devebpment, i aumtomated mathematical theoremprovers, and I some
commercial projects.

Scripting languages

Scripting linguages are sometimes called little languapes. They are intendedto solve relatively small
programnang  problems that do pot require the overhead of data declamations and other features
meeded to mmke hrge programe memageable. Scripting bngmges are used for wriing operating
system utilities, for special-purpose file-manipulation programs, and, becanse they are casy to leam,
sometimes for considerably larger programs.

PERL (practical extraction and report lanpuage) was developed in the late 1980s, originally for
use wih the UNIX operating system It was intended to have all the capabiliies of earlier scripting
langnages. PERL providled manmy ways to state common operations and thereby allowed a
programmer to adopt any comvenient style. In the 1990s it became popular as a system-progranming

tool, both for small utilty programe and for prototypes of larger ones. Together with other binguages
discussed below, it also became popular for programming computer Web “servers.”

Document formatting languages

Document firmatting hnguages specify the organiation ofprinted text and graphics. They fall into
sevoral classes: text formetting notation that can serve the same fimctions as a word processing
program, page description languages that are interpreted by a printing device, and, most generally,
markup languages that describe the imended fimction of portions of a decument.

TEX

TeX was deweloped dwing 197786 as atext formatting hnguage by Denald Kmith, a Stanford
Universily professor, to improve the quality of mathematical notation in hie books. Text fonmatting
systerms, unlike WYSIWYG (“What You Sce Is What You Get”) word processors, embed plain text
rmatting commands in a document, which are then interpreted by the bngmge processor fo
produce a formatted document for display or printing. TeX marks italic text, for exanple, as {\it this
i itabicized}, which is then displayed as this is italicized.

TeX lrgely replaced earlier text formmitng kngueges. Its powerful and flexible abilties gave an
expert precise conirol over such things as the choice of fonis, layout of tables, mathematical notation,
and the inchision of graphics within a document. It = generally used with the aid of “macro™
packages that define simple commends for common operations, such as starting a pew
paragraph, LaTeX® a widely used package. TeX containg mumerous standards ‘style sheets” for
different types of documents, and these may be fixther adapted by each user. There are abo related
programs sich as BbTeX, which manages bibliographies amxl has style sheets for all of the
common bibliography styles, and versions of TeX for languages with various alphabets.
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POSTSCRIPT

PostScriptis a page-descripbon language developed n the early 1980s by Adobe Systems
Incorporated on the bass of work at Xerox PARC (Palo Altlo Research Cenmter). Such languages
describe decuments in terms that can be mterpreted by a personal computer to display the document
on its screen or by a microprocessor I a printer or a typesetting device.

PostScript commands can, for example, preckely position text, i various fonis and sizes, draw
images that are mathermtically descrbed, and specify colowr or shading PostScript uses postlix, also
called reverse Polish notation, in which an operation name follows iy argments, This, “300 600 20
270 arc stroke” means: dmw (“Stroke™) a 270-degree arc with mdus 20 at location (300, 600).
Although PostScript can be read and writen by a programmer, ¥ & normally produced by text
formatting programs, word processors, or graphic disphy tocls.

The success of PostScript is due to ¥s specification’s being in the public domain and to s bemng a
good match for high-resolntion laser prmters. It has inflienced the development of printing fonts,
and mamnufcturers produce a large variety of PostScript fonts.

SGML

SGML (starlard generalized markup bnguage) & an intermational standard for the definition of
markup languages; that &, & is a Meta lhnguage. Markup consists of notations called tags that specify
the fimction of a piece of text or how it is to be disphyed. SGML emphasizes descriptive markup, n
which a tag might be “<emphasis™>.” Such a marop denotes the decument fimction, and it could be

interpreted as reverse video on a computer screen, underlning by a typewriter, or italics in typeset
text.

SGML & used to specify DTDs (document type definitions). A DTD definesa kind of document,
such as a report, by specifying what clements must appear in the document—e.g

World Wide Web display languages
HTML.

The World Wide Web & a system for displhying text, graphics, and audio retrieved owver
the Internet on a computer monitor, Each retrieval unit is known as a2 Web page, and such
pages frequently contain  “inks™ that allow related pages to be retdeved. HIML (hyperfext
matkup language) B the markup lnguage for encoding Web pages. It was designed by Tim Berners-
Lee at the CERN mickar physics hboratory in Switzerlaind during the 1980s and is defined by an
SGML DTD. HIML mardkup tags specily document elements such as headings, paragraphs, and
tables. They mark up a document fir display by a computer programknown ag a Web browser. The
browser interprets the tags, disphying the headings, paragraphs, and tables in a layout that is adapted
to the screen stz and fonts available to it

HTML documents ako contain anchors, which are tags that specify lnks to other Web pages.
Ananchor has the formEncyclpedia Bribannica, where the quoted string 5 the URL (universal
resource locator) to which the link points (the Web “address”) and the text folowing it & what
appears in a Web browser, underlined to show that it s a link to another page. What & disphyed as a
single page may ako be formed from multiple URLs, some containing text and others graphics.

XML

HIML does not alow onc to define new text clkments; that &, it & not exiensible. XML (extensible
markup lmpuage) 5 a simplified form of SGML intended or documenis that are published on the
Web. Like SGML, XML wses DIDs to define document types and the meanings of tags used in
them XML adopts conventions that make # ecasy to parse, such as that document entilics are marked
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by both a begirming and an ending tag, swch as .... XML provides more kinds of hypertext links than
HTML, sich as bidirectional links and links relative to a document subsection,

Because an author may define new tags, an XML DTD must ako contain rules that instruct a Web
browser how to mterpret them—how an enlity 8 to be displaved or how it & to generate an action
such as preparimg an e-mail message.

WEB SCRIPTING

Web pages marked up with HTML or XML are lrgely static documents, Web scripting can add
mformation to a page as & reader uses it or let the reader enfer imformation that may, for example, be
passed on to the order departiment of an online business. CGI (common gateway interface) provides
one mechansm; i transmits requesis and responses between the reader’s Web browser and the Web
server that provides the page. The CGI component on the server confains small programs
called scripts that take information from fhe browser system or provide & for display. A simple script
might ask the reader’s pame, determine the Imbemnet address of the system that the reader uses, and
prit a greeting Scripts may be writen in any progranmming knguage, but, because they are
generally simple text-processing routines, scripting languages like PERL are particularty appropriate.

Another approach &5 to 1se a linguage designed for Web scripts to be executed by the browser.
JavaScriptis one such language, desined by the Netscape Conmmmications Corp., which may be
used with both Netscape’s and Microsoft’s browsers. JavaScript 8 a sinpk language, quite different
from Java. A JavaScript program may be embedded m a Web page with the HTML tag <script
language="TavaScript’>. JavaScript imstructions following that tag will be cxecuted by the browser
when the page s selected, In order to speed wp disphy of dynamic (interactive) pages, JavaScript &
often combined with XML or some other language for exchanging informmtion between the server
and the client’s browser. In particular, the XMLHtpRequest command emables asynchronous data
requests from the server without requirmg the server to resend the entire Web page. This approach,
or “philesophy,” of programmming i called Ajax (asynchronous JavaScript and XML).

VB Script® 2 subset of Visual Basic. Originally devebped for Microsoft’s Office suite of programs,
i was later used for Web scripting as well Its capabilities are similar to those of JavaScript, and it
may be embedded in HTML in the same fashion.

Behind the use of such scripting languages for Web programming lies the idea of component
programming, in which programs are constructed by combming ndependent previously written

conponents without any fwther language processing JavaScript and VB Scipt prograns were
designed as components that may be attached to Web browsers to control how they display
information.

Check your progress
Q1. What & the need of machine language?

Q2. Define business oriented hnguages.
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1.4 Summary

In this unit you learnt about basics of Software, Types of Sofiware, and Programming Languages,

Sofitware is any set of machine-readable mstructions that directs a comgputer's precessor to
perform specific operations,

Systern soffiwarc s a program that manages and supports the computer resources and
operations of a computer system

Application software consists of Programs that direct computers to perform specific
mformation processing activities for end users.

Word processing software is used to create, manipubite, and print documents,

A spreadsheet 5 an electronic worksheet used to organiz and manipulate munbers and
display options for what-if’ analysis.

1.5 Review Questions

Q1. What do you mean by software? How many types of software availablke?
Q2. What & the difierence between system software and application software?
Q3. Define programming knguage with example.

Q4. What 5 object-oricnted language?

Q5. Differentiate between object oriented and object based language.
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Software Qualities

Structure
2.0 Infroduction
2.1 Sofiware Nahme & Qualiies

2.2 Summary
2.3 Review Questions

2.0 Introduction

In this unit we focused on sofiware qualities. There are three sections in this wmit. In the first sections
ie. Sec. 2.1 you wil learn about sofiwarc nature and iz qualities. The geal of any engmeering
activity 5 to build something—a product. The civil engineer builds a bridge, the acrospace engneer
buikls an arplane, and the electrical engineer buikds a circuit. The product of sofiware engineering is
a "soffware system" It 5 not as tanghle as the other products, but it is a product nonetheless. It
serves a fimction In some ways sofiware products are similar to other engineermg products, and in
some ways they are very different, The characteristic that perhaps sets software apart from other
engineering products the most B that sofiware is malleable. We cen modify the product itselF—as
opposed to is design—rather casily. This makes sofiware quite different from other products such as
cars or ovens. The malleability of scfiware is offen misused. While it i certainly possible to modify
a bridge or an awphne to saiisfy some new need—for example, fo make the bridge support more
traffic or the airplane carry more cargo—such a modification is not taken lightly and certainly & not
atterpted without first making a desipn change and verifying the mopact of the change extensively.
In Sec. 2.2 and 2.3 you will find summary and review questions respectively.

Objectives

After studying this i you shoukd be abk to:
s Express sofiware nature.
o Define soffware qualities.

2.1 Software Nature & Qualities

In the recent past, when bank statemeniz contained errors or the telephone network broke down, the
general publc usmally blamed 'the computer,” meking no distinction between hardware and
software. However, high-profile disasters and the ensuing debates in the press are alertmg more
people to the crucial mature of software quality in their everyday Iives. Before long, we can expect
increaging public concern about the pervasnencss of soffware, not only n public services but ako in
consumer products lke automobikes, wushing machines, telepbones, and electric  shawvers.
Consequently, we software profssionak need to worry about the quality of all our products from
large, complex, stand-alone systems to smmll embedded ones.

So how do we assess "adequate" quality in a sofiware product? The context is important Errors
tokrated in word-processing software may not be acceptable in control sofiware for a mxclear-power
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plant. Thus, we nwst reexamine the meanings of "safety-critical® and "misson-critical' i the
context of sofiware's contribution to the larger finctionality and quality of products and businesses.
At the same time, we must ask ourselves who B responsible for setting quality goak and making sure
they are achieved.

WHAT DOES QUALITY REALLY MEAN?

Most of us are affected by the quality of the sofiware we create because our organization's viability
depends on it. And most sofiware-rebted tools and methods mclding those described in IEEE
Sofiware claim to assess or improve sofiware quality i some way. Sc we mmust question what we and
our custormers mean by sofiware quality.

A good definition must let us measure quality in a meaningfill way. Measurements let us know if our
techriques really Improve owr sofiware, as well as how process quality afiects product quality. We
ako need to know how the quality we buikl in can affect the product's use after delivery and if the
mvestment of time and resources to assure high quality reap higher profits or larger market share. In
other words, we want to know if good sofiware B good business.

Recent articks have msed ths question, but the answer i3 stil far from clear. Stil, most people
believe that quality & important and that it can be improved, Companies and counfries contimie to
nvest & great deal of tme, money, and effort in mproving software qualty. But we should try to
determaine if these pational intiatives have directly affected and improved software quality. The
answer may depend on how you approach qualty improvement. Some companies take a product-
based approach, whie others focus on process; both strategies hawe lked to Makolm Baldridge
awards for overall product quality.

In their more general questioning of quality goals and techmiques, Roger Howe, Dee Gaeddett, and
Maynard Howe pointed out that most quality mitiatives eiher fail (by drownmg in a sea of rhetoric)
or camnot demonstrate success because no financial return can be identified.1 In this special issue, we
question software quality in the same way., We congsider the mearing of software qualty, how we
assess it, and whether the steps we are taking to improve it are really worthwhile.

VIEWS OF SOFTWARE QUALITY

In an influentinl paper examining views of quality, David Garvin studied bow quality & perceived in
various domains, mchding philosophy, economics, marketing, and operations management? He
conclnded that "quality 5 8 complex and mulkifaceted concept" that can be described from five

different perspectives. The transcendental view sees quality as something that can be recognized but
not defined.

The wuser view sees quality as finess for purpose. The mamifacturing view sees qualiy as
conformance to specification. The product view sees quality as tied to inherent characteristios of the
product. The value-based view sees quality as dependent on the amount a customer i willing to pay
for it

Transcendental view

This view of software qualily iz nmich hke Phto’s description of the ideal or Aristotk's concept of
form. Just as every table & different but each & an approximation of an ideal table, we can think of
software quality as something toward which we sirive 25 an ideal but may never implement
completely. When software gurus exhort ws to produce products that delight users, this delight
representzs the strived-for "recognition” i the transcendental defmition of quality.
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User view

Whereas the tanscendenial view is ethereal the user view ¥ more concrete, grounded m product
characteristics that meet the wer's needs. This view of quality evalpates the product in a task content
and can fims be a highly personalized view. In reliability and performance modelng, the user view &
nherent, since both methods assess product behavior with respect to operational profiles (that i, to
expected fimctionality and usage patterns). Procct usabilty is ako relted to the user view: m
usability laboratorics, rescarchers observe how users interact with soffware products.

Manufacturing view

The Meanpfictaring view focmses on product qualily during production and afler delivery. Ths view
examines whether or not the product was comstructed "right the first time," in an effort to awoid the
costs associated with rework during development and after delivery. This process focus can kad to
quality assessment that & virtually independent of the product izelf That is, the mamfacturing

approach adopted by ISO 9001 and the Capability Matmwity Model advocates conformance to process
rather than to specification

There & litk evidence that conformance to process standards guarantees good products. In fact,
critics of this view supgest that process standards puarantee only uniformiy of output and can thus
mstitutionalize the production of mediocre or bad products. However, ths criicism may be unfar.
Although process standards are usually based on the principle of "documenting what you do and
doing what you say," both CMM and ISO 9001 ako insist (with different degrees of emphasis) that
you Improve your precess to enhance product quality.

Product view

Whereas the user and mamificturing views examine the product from without, a product view of
qualty boks iskle, considermg the product's iherent chamacterstics. This approach B frequently
adopted by sofiware-metrics advocates, who assume that measuwring and controlling internal product
propertics (iternmal qualty indicators) will result in improved extemal product behavior (quality n
use). Assessing quality by measuring internal properties i atiractive becawse it offers an objective
and context independent view of quality, However, more research i needed to confirm that infernal
quality assures external quality and to detenmine which aspects of bernal quality affect the product's
use. Some researchers have developed modek to ink the product view to the user view.

Valoe-based view

Different views can be held by different groups mnolved m sofiware development. Customers or
marketing grouwps typically bave a user view, researchers a product view, and the production
2 mamfactring vew. If the difference m viewpomnis & not made explict i

imderstandings about quality created dring project mitation are lkely to resurface as (potentially)
major problems during product acceptance.

These disparate views can complement each other in early phases. If the user's view 5 stated
explicitly during requirements specification, the technical specification fhat drives the production
process can be derived directly from % as can product fimctionality and featwes. However, problems
can arise when changes to the requirements occur. At this point, the user's requiremert for a usefil
product may be i conflict with the mamfacturer’s goal of minimizing rework.

This is where the valw-based view of quality becomes important. Equating qualty to what the
customer 8 wiling to pay for encourages cveryone to comsider the trade-offt between cost and

quality. A valne-based perception can involve techmiques to manage conficts when requirements
change. Among them are "design to cost," m which design possibilities are constrained by awvailable
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resources and "requirements scrubbing” in which requirermenis are assessed and revised in hight of
costs and benefits,

Product purchasers take a rather different vale-based view. Part of their job 8 to know if a software
product represenis valle for meney to ther organzation In this context, infernal sofiware measures
are Irelevant. Purchasers compare the product cost with the potential benefits.

Measuring the wser's view

When users think of software quality, they often think of reliability: how long the product fimctions
properly between fashwes. Relmbilty model plbt the mmnber of filwres over time. These models
sometimes use an operational profile, which depicts the lkely we of different system fimctions,

Users, however, ofien measure mwore than relabiliy. They are ako concerned about usabiliy,
inchding ease of istallation, learning, and use, Tom Gib suggests that these characteristics can be
measured directly. For exanpke, kaming time can be captured as the average elapsed tme (n howrs)
for a typical user to achieve a stated lewel of competence. Gib's technique can be generalized to any
qualty feature. The quality concept & broken down into conmponent parts wntil each can be stated in
torms of directly measuwsbk attributes. Thos, each quality-requirement specification nchides a
measurement concept, unik, and tool, as well as the planned level (the farget for good quality), the
currently avaibble kvel the best possbk kwvel (statc-of-the-art), and worst kwel Gib does mot
prescribe a miversal set of quality concepts and Measurements, because different systems will
require different qualitics and different measurements.

Measuring the mannfacturer's view

The mamnufichuring view of quality suggests two characteristics to measure: defect counts and rework
costs,

Defect counts. Defect counts are the muoober of known defects recorded agninst a product during
development and use. For comparison across modules, products, or projects, you must count defects
in the samc way and at the same time during the development and meintenance processes. For more
detailed analysis, you can categorize defects on the basis of the phase or activity where the defect
was miroduced, as well as the phase or activity in which & was detected. This nftamation can be
especially helpful in evalmting the effects of process change (such as the itroduction of inspections,
tools, or languages). The relationship between defects counts and operational fathres & unclear.
However, you can wse defect counts to indicate test efficiency and identify process-improvement
areas. In addition, a stable environment can help you estimate post-release defect counts,

To compare the quality of different products, you can "normalim” defect count by product siz, to
yiekl a defect demsity. This measure lets you better compare modules or products that differ greatly
mn size. In addition, you can "normalize" post-release defect counts by the mmmber of product users,
the mmber of mstalbtions, or the amount of use. Dividing the rmmber of defects found durng a

particular development stage by the total mumber of defecis fumd during the product's liie helps
deterniine the effectivencss of different testing activities.

Rework costs. Defects differ in their effect on the system: some take a litle time to find and fig
others are catastrophic and consume valuable resources. To monitor the effect of defect detection and
comrection, we often measure rewerk costs the staff effort spent correcting defects before and after
release. This cost of nonconformence supports the mamtdbctwing view. Rework B8 defined as any
additional effort required to find and fix problems afier documents and code are Brmally signed-off
as part of conofiguration management Thus, end-phase verification and wvalidation arc usually
exclnded, but debuggmg eoffort dming integration and system testing is inclded. To conpare
different products, rework effort s sometimes "normalized” by being cakulated as a percentage of
development effort. Because we want o caphwe the cost of nonconformance, we must be sure to
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distingish effbrt spent on ephancements from effort spent on nmintenance. Only defect correction
should count as rework, It & ako important to separate pre- and post-release rework, Post release
rework effort 8 a measwe of delivered quality; prerelease rework effort 8 a measure of
mamfichoring efficiency. If we can attribute the prerelease rework effort to specific phases, we can
use it to identify areas for process improvement.

Developers and customers alke are inferested in knowing as early as possble the lkely quality of
the delivered product But the rchtionship between postdelivery falkre and defects, structural
measwres, and other predelivery information 8 fr from clear. In 1984, the Esprit-finded Request
project concluded that there were no software-product metrics that were Ikely to be good predictors
of final product qualiics. Twelve vears later, there ® no evidence of any significant improvement.
Much usefil sofiware-metrics research concentrates instead on linking sofiware product measures to
error-prone modules.

Capturing quality data

The way we measure quality depends on the viewpoint we take and the aspect of qualiy we want to
capture. Peter Mellor provides guidelmes for defining incidents, failures, and fauks that can help you
captwre raw data for reliabilly assessment. This type of data can measure other aspects related to the
user view of quality. Proper chssification of iwidents lets us identify potential usabilty problems
{that is, incidents resulting from misuse of the sofiware or nusunderstanding of the user mamuak and
help systems). In additon, iformation about the time and cffort needed to dingnose the cause of
different priorities and comrect amy underlying fauks can give us usefil formation about system
maintainability. Thi sort of data is ofien used to monior service-level agreements that define the
obligations of software-maintenance organizations,

Captring data associated with other quality aspects particubualy those associted with the product
and mamifichwing view & usually part of a company's software measurcment system. The particular
measures an organimtion collects will depend on s goak and nmpagement requircments.
Techniues such as the Goal-Question-Metric paradigm developed by Vic Basili and colleagues can
belp us identify which measures will help us monior and improve quality.

THE BUSINESS VALUE OF QUALITY

In the last few decades, sofiware has grown to become a vital part of most companies’ products and
services. With that growth comes owr respemsibility for determining how muwh sofiware contributes
to the corporate bottom linc. When a telephone company camnot implement a new service because
the biling-system software camnot handle the new features, then hck of sofiware quality is a
corporate problem When a national gas utility must spend millions of dollars to fix a sofiware glitch
in monitoring systems embedded in gas meters throughout the country, then small sofiware defects
become big headaches. And when sofiware problems stop the assembly line, groumd the plane, or
send the troops to the wrong location, organtzations realize that sofftware B8 essential to the health and
safety of busmess and peoplk. Litle research is done into the relationship between software quality
and business cffectivencss and efficiency. But unless we begin to look at these issues, companics
will be wnable to support key business deciions.

In particular, we mwist ook mwore carefilly at how owr methods and tools affect soffware quality.
Businesses take big rsks when they wwest i technology that has not been carefilly tested and
cvaluated. The Desmet project, fimded by the UK's Department of Trade amd Industry, has preduced
guidelines for how to conduct case studies and experiments in support of technolbogy evalation But
looking at the sofiwarc alonc B mot enough We must see it in the comtext of how it & used by
busincss to determine if iovestment in higher software quality s worthwhile. As Ed Yourdon pointed
out, sometimes less-than-perfixct i3 good enough; only lusiness goak and priorities can detenmine
bow mmwch "less than perfect” we are wiling to accept. In ther article, "Soflware Qualiy n
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Consumer Electromic Products,” Jan Rooijmems and colleagues take up this Bsue with a discussion of
the problems and challenges associated with producing consnmer electronic products,

Check your progress
Q1. What & the natures of software?

Q2. Define the qualitics of software.

MBA 3.51/ 244



2.2 Summary

In this wnit you leamt about software natures and s qualities, Software paly a very importart role in
computer science and of courses, sofiware should be perfect in terms of nature and quality.

Software professionak need to worry about the quality of all our products from large,
conpkx, stand-alone systems to small embedded ones.

A good defintion nmst let us measure qualily in a meaningful way.
The mamfacturing view sees qualty as conformance to specification

Transcendental view of sofiware qualiy 8 mach like Plato's description of the ieal or
Arigtotk's concept of form.

Whereas the transcendental view B ethereal the user view B8 more concrete, grounded in
product characteristics that meet the user's needs.

2.3 Review Questions

Q1. Define the nature of sofiware,

Q2. What are the qualities of good sofiware?

Q3. How can we develop seftware i term of good busiess quality?
Q4. Definc the design quality of the software.
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UNIT-III

Operating System
Structure

3.0 Infroduction

3.1 Operating Systems

3.2 History and Evolution

3.3 Main fimctions of Operating System
3.4 Multitasking

3.5 Summmary
3.6 Review Questions

3.0 Introduction

This unit focused on the Operating system. In this unit there are six sections, In the first section ie.
Sec. 3.1 we defmed operating System What B an operating system? An cpearating system
{sometimes abbreviated as "OS") i the program that, affer being indially bbaded into the computer
by a boot program, manages all the other programs in a computer. The other programs are called
applications or application programs. The application programs mmke wse of the operating system by
making requests for services through a defined application program interfice (API). In addition,
users can mizract directly with the operatng system through a user inberface such as a command
lnguage or a graphical user mterface (GUI). In the Sec. 3.2 you will know about history &
evaluations. In Sec. 3.3 you will kam about different fimctions like Operating System as a Resource
Manager, process nunagement, storage management, memory management etc. In Sec. 3.4 we
defined multitasking, In multiéagking, only one CPU i imvolved, but i switches from one program to
another so quickly that it gives the appearance of executing all of the programs at the same time. In
Sec. 3.5 and 3.6 you will find summary and review questions respectively.

Objectives
After shudymg this unit you should be abk to:
¢ Define Operating Systems.
» Describe History and Evolution.
«  Express Main fimctions of OS and Multiasking,
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3.1 Operating System

An operating system ¥ a program that nuns on a computer to simplify the use of the computer for
the user. The operating systemn manages the use of peripheral devices such as printers, monitors and
kevboards. In addition the operating system will run other programs and display the results. In order
to carry out these functions the cperating system has to require a systematic structure for the inputs
and ouiputs; there 8 a defmile structure to files and there 18 a systematic way in which the files are
stored on the data storage devices. Wihout an operating system a computer ¥ hrgely an
mresponsive mk of metal and wires.
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Figure 3.1: - Opernting System

3.2 History and Evaluation of Operating System

Operating Systems are at the core of any modem technological advancement, Operating Systems
sct the miles of engagement for other progranmners by defming what can be dope and the PC’s

hmitations. They are a creation of programmers, for programmers. They enable other programmers
to do their job easier, as they do all the low-level operations such as nterfacing with the hardware.

If you think of programs as stacked on top of each other, just like a house of cards, Operating
Systems are the bottom and most important layer. An OS defines bow broad and capeble all the

other programs will be. If an OS & Limiing due to bugs or programmer’s decisions (such as the
Unix “Y2K38" bug), then so will the applications stacked on top of it.

Here are notsble Operating Systems in our evolution of computers,

1956, GM-NAA T/O: Developed by Robert L. Patrick of General Motors for wse on their IBM 704

mainframe, This early OS was primarily designed to automatically switch to the next job once its
current job was completed. It was used on about forty IBM 704 mamnframes.

1961, MCP (Master Control Program): Developed by Burroughs Corporations for ther B5000
mainframe. MCP = still in used today by the Unsys ClearPath/MCP machines.

1966, DOS/360: Affter years of being strictly in the hardware business, IBM ventured into the OS.
IBM developed a fow unsuccessfil mainframe Operating Systems uwntil i finally released DOS/360
and 1% successors, which put IBM in the driver seat for both the hardware and OS industries.

1969, Unix: Devebped by AT&T Bel Labs progtammers Ken Thompson Demnis Rifchie,
Douglas Mcllroy, and Joe Ossanna. It pained widespread acceptance first within the large AT&T
company, and hter by colleges and unmiversities. It & written in C, which allows for ecasier

modification, acceptance, and portability.
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1973, CPM (Control Program/Monitor (later re-pmrposed as “Confrol Program for
Microcomputers™): Developed by Greg Kildall as a side project for his company Digital Regearch,
CP/M became a popular OS m the 1970s. It had many applications developed for &, including
WordStar and dBASE. It was ported to a varety of hardware envirommenis. In fact, IBM
orignally wanted CP/M for is new Personal Computers, but later selected MS-DOS when a deal
could not be reached.

1977, BSD (Berkeley Software Distribution): Developed by the Universiy of California,
Berkeky. BSD B a Unix variant based on early versions of Unix from Bell Labs.

1981, MS-DOS: Developed by Microsoft for the IBM PC’s. It was the first widely available
Operating Systerms for home users. In 1985, Microsoft released Microsoft Windows, which
popularzed the Operating Systemn even more. Microsoff Windows allowed users a graphical user
wterface (GUI), which rapidly spread Microsoft’s product.

1982, Sun08S: Developed by Sun Microsystems, SunOS was based on BSD. It was a very popular
Unix variani.

1984, Mac OS: Dewelboped by Appk Computer, Inc for their new product, the Macintosh home PC.
The Macitosh was widely advertised (the famous 1984 commercial is available below), Mac OS
was the first OS with a2 GUI buik-in. This lead to a very stablke OS, as well as wide acceptance due
to iis ease of use

1987, OS8/2: Developed by & joit venhre of IBM and Microsoft. Though the OS was heavily
marketed, # did not pick up in popularity.

1991, Linmx: Developed by Liams Torvalds as a free UNIX variant. Limx today 8 a very largely
coniriited Open Source project that plays a very prominent role i today’s server ndustry.,

1992, Smm Solaris: Developed by Sun Microsystems, Solark s a widely wed Unix variant, and
partially developed based on Sun’s SunOS.

1993, Windows NT: Dewebped by Microsoft as a high-end server Operating System, the NT code
became the basis for Operating Systems to this day. NT was primarily used on computers used as
servers to counter the Unix dominance in the arena.

1995, Windows95: Developed by Microsoft, i was the first Microsoft Operating system fo have a
mphmﬂmnﬁerﬁsebﬂmthmumtﬂcmbmkﬁmd(mmsﬁmﬁmdqmﬂy
swept across the country and the globe. Below 8 one of Mirosoft’s popular commerciak,
atming the Rolling Stones with “Start Me Up”, drawing attention to Microsofi’s “Start” button,
which to thig day is a dominant feature of their Operating Systems.

1997, JavaOS: Developed by Sun Microsysterns, JavaOS was deweloped primerily using the Java
programming language. The OS was created to be istalled on any device, ncluding PC’s.

1998, Windows98: Developed by Microsofl, Windows 98 was the next iteration of the Microsoft
Windows95 Operating System.

1999, MacOS X Server 1.0: Developed by Appke Computer, Inc., MacOS X Server 1.0 was a
precursor to Appk’s MacOS X desktop version, which replaced i n 2001. MacOS X Serwer 1.0
was developed for Applke’s popular Macintosh PC.

2000, Windows 2000: Developed by Microsoft, Windows 2000 was a much improved Operating
System over Windows 98. It was deweloped fiom a dramatically different code base. It was
targetted for business oriented uses.
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2000, Windows ME: Developed by Microsofl, Windows ME (ako called Windows Millenium)
was a rather unsuccessfil new version of Windows 98 and had a short shelf I, It was released just
seven months afier Windows 2000 and just a year before Windows XP.

2001, MacO§8 X Vemion 10.0: Developed by Appke Computer, Inc., MacOS X Vemion 10.0
drematically changed the user mterface for Apple’s Macimstosh users.

2001, Windows XP: Developed by Microsoft, Windows XP was an enhanced version of Windows
2000 code base. XP became widely popular and ¥ used extemsively today, despite the release of
newer versions of Windows.

2003, Windows Server 2003: Deweloped by Microsoft as an improved version of their NT OS.
2007, Windows Vista: Developed by Microsoff, Windows Vista had been slow i taking off
2008, Windows Server 2008: Developed by Microsoft as an upgrade to Windows Server 2003.

2009, Windows 7: Developed by Microsoft to replace Vista, “Win7” & currently used by over 50%
of iniernet users.

2012, Windows 8: Developed by Microsoft to replace Win7, “Wn8" was just released October
26th, 2012.

EVYOLUTION OF OPERATING SYSTEMS
Serial Processing

Users access the computer in series. From the late 1940's to mid-1950's, the proprammer nteracted
directly with computer hardware ic., no operating system These machines were mn with a consok
consisting of display Behts, togele switches, some form of mput device and a printer. Programs in
machine code are baded with the input device like card reader. If an emror occurs the program was
haked and the error condiion was idicated by Lights. Progrenmmers examine the registers and main
memory to determine error. If the program i success, then output will appear on the printer.

Man probkm here 8 the sctup time. That & single program needs to bad source program info
memory, saving the compiled (object) program and then loading and Iinking together,

Sinaple Batch Systems

To speed up processmg, jobs with smiler needs are baiched together and rn as a group. Thus, the
programmers will kave their programs with the operator. The operator will sort programs info
batches with similar requirements.

The problems with Batch Systems are;

s Lack of mteraction between the wser and job.

+ CPUs often idle, because the speeds of the mechanical 140 devices are swer than CPU.

For overcommng this problem use the Spoolng Technigque. Speocl 8 & buffer that holds oulput for a
device, such as printer, that cannot accept mterleaved data streams, That is when the job requests the
printer to output & Ine that boe i= copied mto a system buffer and s written to the disk. When the job
i completed, the oulput is printed. Spooling techmique can keep both the CPU and the 1O devices
working at much higher rates.

Multiprogmmmed Batch Systems

More than one program resies in the man memory. While a program A uses an /O device the
processor does not stay idle, instead & nms ancther program B.
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Program A Run Wall Run Walt

Time -

(&) Unlprogramming

Figure 3.2: - Uni-programming
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(b) Multiprogramming with two programs
Figure 3.3: - Multiprogramming
Newfeatures:
Memory management - to have several jobs ready to nm, they must be kept in main memory
Job scheduling - the processor nust decide which program to nm.
Time-Sharing Systems

Time-gharing systems are not avaibble in 19603, Time-sharing or multitagking 8 a logical extension
of mukiprogramiming. That B precessors time 12 shared among mukiple users similiancowsly B
called time-sharing. Tlennmd:ﬂérencebetwwnMuhmom'amdBatcthstemandTm-
Sharmg Systems & in nukiprogrammed batch systems its objective 3 maximize processor use,
whereas in Time-Sharing Systems its objective 8 nummize response time.

Multiple jobs are executed by the CPU by switching between them, but the swiches occur so
frequently, Thus, the user c¢an teceive an immediate respomse. For example,  a tramsaction
processing, processor execute each user program in a short burst or quanium of computation, That is
if n users are present, each user can get time quanium When the user submits the comxmand, the
response time is seconds at most.

Operating svstem uwses CPU scheduling and multiprograroming to provide each user with a small
portion of a time, Computer systems that were designed primarily as batch systems have been
modified to time-sharing systerns.

For example IBM's O8/360

Tine-sharing  operating systems are even more complex than muliprogrammed operating systems.
As I multprogramming, scveral jobs mst be kept simlancomsly i memory.
Personal-Computer Systems (PCs)

A conputer system B dedicated to a single wser 3 called personal computer, appeared m the 1970s.
Micro computers are consilerably smaller and kess expensive than mainframe computers. The goak
of the operating system have chanped wih time; mstead of meximizing CPU and peripheral
utilizmtion, the systens developed for maximizing user convemence and responsiveness.
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For e.g,, MS-DOS, Microsoft Windows and Apple Macintosh

Hardware costz for microcomputers are sufficiently ow. Decrease the cost of compnter hardware
{such as processors amd other devices) will increase our needs to understand the concepts of

operating  system. Malicious prograns destrov data on svstems. These programs mav be self-
replicating and may spread rapidly via worm or vins mechansms to dismupt entre companies or
even worklwide networks,

MULTICS operating system was devebped from 1965 to 1570 at the Massachusetts Instiite of

Techmology {(MIT) as a computing utiltv. Many of the ideas in MULTICS were subsequently used at
Bell Laboratories in the design of UNIX OS.

Parallel Systems

Most systems to daic are single-processor sysiems; that 5 they bave omly one mmm CPU.
Multiprocessor systemss have more than one processor.

The advaniages of parallel system are as follows:

e throughput (Number of jobs to finkh in a time period)

s Save money by sharing peripherals, cabinets and power supplics

» Increase reliability

» Fault-tolerant (Failure of one processor will not hak the system).

Symmetric nmitiprocessing model

Each processor nms an identical job (copy) of the operating svstem, and these copies communicate.
Encore's Version of UNIX operating system B a Synmanetric model
e.2 If two processors are comnecied by a bus. One B primary and the other is the backup. At fixed
check points in the execution of the system, the state infbrmation of each job ® copied from the
primary machine to the backup. If a faihme 8 detected, the backup copy is activated, and is restaried
from the most recent checkpoint. But & 8 expensive.

Asymmetric multiprocessing model

Each processor & assigned a specific task. A master processor controls the system Sum's operating
system SunOS wersion 4 is a asymmetric model Personal computers contain a8 microprocessor in the
keyboard to convert the key strokes info codes to be sent to the CPU,

Distributed Systems

Distributed systems distrbule computation among several processors. In contrast to tighilv coupk
gystemms (ie., paralel systens), the processors do not share memory or a clock., Imstead, each
processor has its own local memory.

The processors communicate with one another through various commumication lines (such as high-
speed buses or telepbone lines). These are referred as loosely coupled systems or distributed systems.
Processors in a distributed svstem may vary i sim and finction These processors are referred as
sites, nodes, and computers and so on

The advantages of distrbuted systems are as Bllows:

» Resource Sharing: With resource sharing faciliy user at ope site may be able to use the resources
avaiable at another.
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s Comnamication Speedup: Speedup the exchange of data with one another via electronic mail

» Reliability: If one site faik n a disttibuted system, the renmiming sites can potentially continue
operating.

Realtime Systems

Real-time systenms are used when there are rigid time requirements on the operation of a processor or
the flow of data and real-time systemns can be used as a control device in a dedicated application.
Real-time cperating system hes well-defined, fixed time constrais otherwise system will fail

For exampl Scieniific experiments, medical imagng systems, industrial conirol systems, weapon
systems, robots, and home-appiance controllers.

There are two types of real-time  systems:
¢ Hard real-time systems

A hard real-tme sysiem gueraniees that critical tasks complete on time. In bard real-time systems
secondary storage © himited or missing with data stored in ROM, In these systeme virtual memory i
almost never found.

¢ Soft real-time systems

Soft real time systems are less restrictive. Critical real-time task gets priorily over other tasks and
retaing the priority until it completes. Soft realtime systems have limited utility than hard real-time
SVELEINS.

For example Muliimedia, virtmal reality, Advanced Scientific Projects like undersea exploration and
planetary rovers.

3.3 Functions of Operating System

The main finctions performed by most OS8 are as follows:

Process Management

Processing jobs deciding on the job scheduling techmique and bow long a job B to be processed,
releasing the processor when the jobs are terminated.

Memory Management

As a memory manager, the OS handles the allocation and deallocation of memory space as required
by various programs,

Device Management

OS provides /O subsystem between process and device driver. It abo detects device faikmwes and
notifies the same to the user.

File Management

OS is responsible to creation, deletion of fiks and directorics. It abko takes care of other filk related
activates such as retrieving, naming, and protecting the files.

Security Management
OS protects system resources and information agamst destruction and from umauthorized use.
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Command Interpretation

The comxmand inferpretation is the layer that actually mteracts with the computer operator. It consists
of set of commands through which wser commmmicate the program

In addiion to the abowe lsted mejor fimctions, an operating system ako performs fow other
finctions such as keeping an accomt of which users wse what kind of computer resources and how
much etc. The common finctions of controlling and allocating resources are then brought together
into one piece of software- is called the operating system.

Check your progress
Q1. Define Operating System. Ako define is evahmtion,
Q2. Explan different types of finctions of Operating System,
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3.4 Multitasking

Multitasking & single-user variation of multiprogramyning concept. Many authors do oot distinguish

between Multiprograrsnming and multiasking becanse both refer to the same concept of a system's
capability to work concurrently on more than one task (job or process). Whenever a task (job or

process) needs to perform IO operations, the system uses it’s CPU for execuling some other task
{job or process) that is also residing in the stem and is ready to use the CPU. However, some authors
prefer to use the term mwliprogramming for multi-user systens (nultipk wsers can use swch a
system similtaneously, such as 2 mamframe system or a server class system), and multiéasling for
single-user systens (only one user uses such a system at a time, such as a personal computer or a
notebook computer). Nofe that even in a single-user system, the system often processes mmiltiple
tasks at a tme. For cxsmple, a personal computer user can execute a sorting job in background,
while editing file in foreground. Similarly, a personal computer user may be reading hisher
clectronic mail in foreground; whikk compilation of a program & i progress in background. In this
manner, a wer may work concurrently on ma tasks. In a muoliasking system, the user can partition
the computer's display screen into muliple windows and can view the status of different tasks on
different windows.

Multitasking cases user operation and saves bots of tine when a user has o switch between two or
more apphcations while performing a job. For example, ket us assume that 8 user & using a word
processor to create anmual report and he/she needs to do some arithmetic calcultions for mchuding
cakculated resulis in the report. Without nwititasking, the user woukl bave to close the ammual report
fle and word processing application, open calculator application, make necessary cakulations, write
down the resulis, close calculator application, reopen word processing application with anmml report
fle, and embed cakulation resuls m it With nwiltitasking, a user simply opens caloubtor application
while working on anmal report fik creation, makes necessary cakulations, and switches back to fhe
anmal repert file to contime working on i

Hence, for those who lke to differentiate between mukiprogramming and multitasking,
mukiprogramming mterkeaved execution of mukiple jobs (of same or different users) m a multi-user
gystem, while nmltitagking nterkeaved execution of multiple jobs (ofien referred to as tasks of same
user) in a single-user system

Check your progress
Ql. Exphin mulitasking. Why 2 system noed mulitasking?
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3.5 Summary

In this unit you leamt about operating system, history and evalmation of operating system, operating
system finctions and nwltitasking.

The operating system manages the wse of peripheral devices such as printers, monitors and
kevboards.

Operating Systens set the rules of engagement for other programmers by defining what can
be done and the PC's linifations.

Programe in machine code are baded with the input device bke card reader.
To speed up processing, jobs with similar needs are batched together and nm as a growup.
Time-sharing or mukitasking is a logical extension of nultiprogramming.

3.6 Review Questions

Q1. What &5 an Operating system? Why we use an operating system?

Q2. “Operating System acts as a resource manager™, justify your answer.
Q3. Write a short note on the evaliation of operating system

Q4. What are the mam finctions of an operating system? Explain i detail
Q5. What § multi-tagking operating system?
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Operating System Types
Structure
4.0 Introduction

4.1 Muliiprocessing
4.2 Time Sharing
4.3 Real Time Operating System

4.4 Summary
4.5 Review Questions

4.0 Introduction

In this it we focused on types of Operating system. There are five sections m this unit. In the first
sections ie. Sec. 4.1 you will kearn about mukiprocessing. Multiprocessing is the use of two or more
central processing units {CPUs) within 2 single computer system, The term ako refers to the ability
of a system to support more than one processor and/or the abilty to allocatc tasks between them In
Sec. 4.2 we defined time sharing, Time sharing is a technique which enables many people, located at
various terminak, o use a particular computer system at the same time. Time-sharing or mukitasking
B a logical extension of mulliprogrameming. Processor's time which & shared amomg multiple users
gimutaneously &8 termed as time-sharing The main difference between Multiprogrammed Batch
Systerns arkl Time-Sharing Systems & that i casc of multi-programmed batch systerns, objective is
to maximize processor use, whereas in Time-Sharing Systems objective & to minimize Tesponse
time. In Sec. 4.3 we imiroduced real time operating system. Real time system is defines as a data
processing system in which the time interval required to process and respond to inpuis i so smal
that it controk the environment In Sec. 44 and 4.5 you will find summary and review questions
respectively.

Objectives

After studying this uni you should be abk to:
¢ Define Mukiprocessing
e Describe Time Sharing
¢ Express Real Time Operating System
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4.1 Multiprocessing

Up to this point, we have comsidered uniprocessor systemss (having one CPU only). However, we
have already seen that the use of /O processors improves the efficiency of a computer system by
making concurrent input, processing, and output operations possible. CPU performe arithmetic and
logical operations, while 1/O processors carry out I/O operations concurrently.

Designer carried finther the idea of using I/O processors to improve system performemce by
designing systeme with mmitiple CPUs. Such systems are called multiprocessing systems because
they use multiple processors (CPUs) and can execute multiple processes concurrently. These systems
use multiple CPUs to process either istructions from different and independent programs or
differend istructions from the same program sinmltancously. Figwe 4.1 shows basic orgamzation of
a typical nultiprocessing system.

Man memory

O 1inits L CrU
Figure Architecture of a computer system with s CPU, memory, and VO processars
] = | = |
CPU-1 fe—s{ Dfain memony }d—hi CPL-2
! d
—_ ¥ 3
W
1/ processors -—— |
| i
L0 units /O units
Figure Basic organization cf a typical multiprocessing system.

Figure 4.1 Multiqwocess System

Multiprocessing systems are of two types — tighth-coupled systens and lbosely-coupled systems.
In tightly-coupled systems, all processors share a single system-wide primary memory. On the other
hand, n loosely-coupled systems, the processors do not share memory, and each processor has is
own local memory.

Difference between Multiprogramming and Multiprocessing

Multiprocessing is sinmltancous execution of two or more processes by a computer system having
more than one CPU. Comparatively, multprogramming is interleaved execution of two or mere
processes by a single-CPU system Hence, while multiprogramming involves execution of a portion
of one program, then a portion of another, etc., in brief consecutive periods, mmltiprocessing invohes
sinultancous execution of several program segments of the same or different programs.

Advantages and Limitations of Multiprocessing

Multiprocessing gystems have the following advantages:

1. Better performance. They hawe better perbrmmance (shorter response times and higher
throughput) than single-processor systems. For example, if we have to nm two different
programs, a two-processor system B evidently more powerfill than a single-processor system
because the two-processor system can nn both programs on difftrent processors
simultanecarly. Similardy, if we can partiion a large computation job infc muiltiple sub-
computations (sub-processes) that cen nm concurrenily, a multiprocessor system with
sufficient mmnber of processors can run all sub-processes simukaneously, with each one on a
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different processor {populady known as parallel processing). Howewer, the speed-up ratio
with n processors is no n, but less than ». This is because when mukiple processors cooperate
to execute the processes or sub processes, the operating system imours certain amount of
ovethead in keeping everything working correctly. This overhead, plos conteniion for shared
resources, owers the expected gains from addiional processors.

Better rcHability. They ako have better relabilty than single-processor systems. In a
properly designed nmltiprocessor system, if one of the processors breaks down, the system
can continue to finction with remaining processors. Hence, the system can tolerate partial
failore of processors and can avoid a complete breakdown For examplke, if 2 system has 4
processors and one fhils, then the system can utilize the remaining 3 processors to process the
jobs. Tims, the entire system runs only 25% slower, rather than fhiling altopether. This ability
of a system to contime providing service proportional to the level of non-failed hardware is
called gracefil degradation feature.

Multiprocessing systems, however, require a very sophisticated operating system to schedule,
balance, and coordinate the input, oulput, and processing activities of multiple processors.
Designing such an operating system & conplex and time taking Moreover, multiprocessing
systerns  have higher initinl cost and their regular operation and mmintenance is costlier than
single-processor systems,

4,2 Time-sharing

Time-sharing i8 & mechanism to provide simultanecus inferactive wse of a computer gystem
by many wsers in such & way that all users feel that he/she s the sole user of the system It
vees muliprogramming with a special CPU scheduling algorihm to achieve this.

A tme-sharmg system bas many (even hundreds of) user ftormimals comnected fto
gimultaneoisly, Using these terminals, nmiltiple users can work on the system smmltaneously.
Multiprogramming feature allows mulkiple user programs to reside sinuikapcously in man
memmory, and specinl CPU scheduling algorithm allocates a short peried of CFU time one-by-
one to each user process (from the first one to the last one, and then again begiming from the
first one). The short period durng which a user process gets to wse CPU 8 known as time
slice, time slot, or quantum, and & typically of the order of 10 to 100 millseconds. Hence,
when the operating system allocates CPU to a user process, the process uses the CPU umtil is
tioe slice expires (systerm’s clock sends an interrupt signel to CPU affer every time shice), or
it nceds to perform seme I/D operation, or it completes its execution durmg this period.
Notice that the operating system takes awny CPU from a nmming process when its allotted
time shce expires. Figure shows the process state diagram of a time-sharing system.

\ Jub ig allocared o
,/— CPU for execution ‘/A\
New job My I.‘ X

f_:anElning — Joh processing completed

Allotted time
slice is over
Job must wait for

IOy completed
IO completion

Figure Process state diagram for a time-sharing system

Figure 4.2 Time Sharing System
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Now ket ws see how the CPUJ scheduling algorithin, mentioned above, gives an impression to
each user that he/she & the scle user of the system, Let the time slice be 10 milliseconds and
the processing speed of the systems CPU be 500 mllion instructions per second. Hence, the
gystem executes 500 x 10° x 10 x 10 = 5 x 10° = 5 milion instructions in 10 miliseconds.
This & large enough for substantial progress of a single user process. Let there be 100 user
terminals and 100 sinnftancous wsers using the system If the operating system allocates 10
milliseconds to each user process one-by-one, a user process will get CPU's attention once in
every 100 x 10 miliseconds = I second. As human reaction time i of the order of a few
seconds, a user will not notice any delay in execution of his/ber commands and will normally
feel that he/she 1 the sole user of the system, whereas in reality, mamy users are sharing a
single computer.

Requirements of Time-sharing Systems

Time-sharing systems require following additional hardware and software:

1. A mmber of user terminak so that multiple users can use the system sinultancously in
mteractive mode.

2. Rehtively lhrge memory to support mikiprogramming,

3. Memory protection mechanism to prevent a job's instructions and data from other jobs in a
mukiprogramming environment,

4. Job status preservation mechanism to preserve a job's status information when the
operating gystem takes away CPU from it, and restores this information back, before it gives
CPU 1o the process again

5. A special CPU scheduling algorihm that allocates CPU for a short period cne-by-one to
each user process in a circular fBshion

6. An mterrupt mechanism to senxd an interrupt signal to CPU affer every time slice.
Advantages of Time-sharing Systems
Alhough, time-sgharing systems are complex to design, they provide Hllowing advantages to

their users:

1. Reduce CPU idle time. Thinking and typing speed of a uwser & much slower than
processing speed of a computer. Hence, during iteractive usage of a system, while & user
B engaged i thinking or typing higher mput, a time-gharing system gervices many other
users. Time-sharing systems, therefore, reduce CPU idk time and provide higher system
throughput.

2. Provide advantages of quick respomse time. The special CPU scheduling algorithm
wednmmmmmmemmqurespomemma]lm This feature helps
in improving programmer’s efficiency by making mteractive programming and
debugging nmch simpkr and quicker. Multipk programmers can work sinulancously for
writing, testing, and debugping therr programs, or for frying out various approaches to
solv: a problem. The greatcst benefit of such a system & that all similtancous users of the
system can detect errors, correct them, and contime with their work immedintely. This i
in contrast to a baich system m which users have o comect errors offline and then
resubmit their jobs for another nn. We offen measire in bowrs the tine delay between job
submission and return of the output in a batch system.

3. Offer good computing facility to small wsers. Small users can grin direct access to
more sophisticated hardware and sofiware than they could ofherwise justify or afford. In
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unrsharmgsystens,theymlypayaﬁeﬁrﬂmremesﬂwyme and are relieved of

hardware, sofiware, and personnel problems, associted with acquiring and maintaining
therr own mstallation.

4.3 Real-Time Operating System

ARealTine Operating System (RTOS) comprises of two conponents, viz, “Real- Time” and
“Operating System’”.

An Operating system (OS) 5 nothing but a collection of system calls or fimctions which provides
an interface between hardware and application programs, It manages the hardware resources of a
computer and hosting applications that nm on the computer. An OS typically provides mukiasking,

synchrongzation, Interrupt and Event Handlng Input/ Ouiput, Inter-task Comummication, Timers and

Clocks and Memory Management, Core of the OS & the Kemel which & typically a small highly
optimized set of bbraries.

Realtime systcms are those systems m which the correcimess of the system depends not only on
the logical result of computation, but also on the time at which the results are produced.

RTOS s therefore an operating system that supports real-time apphcations by providing logically
correct result within the deadline required. Basic Structure ® similar to regular OS but, in addition, it
provides mechanisms to allow real time scheduling of tasks.

Though realtime operating systems may or may motincreasethe speed of execution, they can
provide much more precise and predictable timing characteristics than gencral-purpose OS.

Fig. Real time embedded system with RTOS

Figure 4.3 : - Real-Time Operating System

RTOS & a key to manyembedded systermsand provides a platform to buld applications.
All embedded systeme are not designed with RTOS. Embedded systems with reltively simple/stall
hardware/code might not require an RTOS, Embedded systems with moderate-to-large software
applications require some form of scheduling and hence RTOS.

DIFFERENCE: RTOS v/s General Purpose OS

Determinism -The key difference between generalcomputing operating systems and real-time
operating systems 8 the “deterministic " timing behavior i the realtime operating systems.
"Deternmivistic” timing means that OS comsume only known and expected amounis of time. RTOS
have their worst case latency defined. Latency i not of a concem for General Purpose OS.

Task Scheduling - General purpose operating systems are optimized to run a variety of applications
and processes simubaneously, thereby emsuring that all tasks receive at least some processing time.
As acomsequence, lw-priority tasks may have their priority boosted above other higher priority
tagks, which the designer may not want, However, RTOS uses priority-based preemptive schechiling,
which allows high-priority threads to meet ther deadines consstemily. All system cals are
deterministic, implying time bounded operation for all operations and ISRs. This & important for
embedded systems where delay could cause a safety hazard. The schedulng m RTOS & time based.
In case of General purpose O8, ke Windows/Linux, scheduling ® process based.

» Preemptive kemel - In RTOS, all kemel operations are pre-emptible
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s Priority Inversion - RTOS have mechansms to prevent prierity imversion

Usage - RTOS are typically wsed for embedded applications, while General Purpose OS5 are wsed
for Desktop PCs or other gencrally purpose PCs.

RTOS CLASSFICATION

RTOS specifies a known maxinmm fime for each of the operations that it performs. Based upon the
degree of tolerance i mecting deadlines, RTOS are classified into following categorics
» Hard real-time: Degree of tolerance for mussed deadimes is neglighle. A nissed deadbne
can result in catastrophic faikire of the system

o Firm real-time: Missing a deadly ne might result in an unacceptable qualily reduction it
may not lead to failure of the conplete system
o Soft realtime: Deadlincs may be mssed occasionally, but system doesn’t fil and albo,
gystem quality is acceptable
For a liz saving device, automatic parachute opening device for skydivers, delby can be fatal
Parachute opening device deploys the parachute at a specific altinde based on various conditons, IF
it fails to respond in specified time, parachute may not get deployed at all leading fo casualty, Similar
sivation exists during inflation of ar bags, used I cars, at the time of accident. If awrbags don't get
inflated at appropriate time, & may be fatal for a driver, So such systems nmst be hard real time
systems, whereas for TV lLive broadcast, delay can be acceptabl. In such cases, soft real tme
systerns can be used.

Cesired
. leop time
Loop iterations ||

||
_4

s i [
fr—y
. qi

Figure 4.4: - Real-Time Operating System Loop Iterntion
Inportant terminologics wsed in context of real time systems
¢ Determinism: An application i8 referred to as determmistic if is {iming can be guaranmiced
within a certain margin of error,
s Jitter: Timng emror of a task over subsequent kcrations of a program or bop s referred fo as
jitter. RTOS are optimized to minimize jitter.
Check your progress
Q1, What is nmltiprocessing? Explain its advantages and limitations

Q2. What do you understand by Time-sharing? Alo descrbe the advantages of Time-sharing
Systems

Q3. Exphin Real time Operating System
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4.4 Summary

In this unit you learnt about finctions and types of an operating system like mmiltiprocessing, time
sharmg and real-time operating system.

Tightly-coupled systems, all processors share a single system-wide primary memory.
Loosclh~coupled systermns, the processors do not share memory, and each processor has is
own Jocal memory.

Muliprocessing is similiancous exccution of two or more precesses by a compuler System
baving more than one CPU.

Time-sharing it 8 mechanism to provide simultaneous inferactive use of a computer system
by many users in such a way that all users foel that be/she is the sole user of the system.
Real-time systems  are those systems i which the correctness of the system depends not

onlyon the logical result of computation, but alsoon the timeat which the resuks are
produced.

4.5 Review Questions

Q1. Define the term mukiprocessing with example.

Q2. What do you mean by time shering operating system?
Q3. Define batch processing system in detai

Q4. Define the types of an operating system,

Q5. What i real time operating system? Explin in details.
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