
 

 

LECTURE 24 

MOMENTS, SKEWNESS AND KURTOSIS 

 
PROF. SHRUTI 

 

  

Moments (Definition) 

Suppose we have n values of a variables X as X1, X2, ………………..Xn. The possible 

measures of central tendency and dispersion of variable x are mean and variance defined by 

expression: 

𝑥 =
1

𝑛
 𝑥𝑖  𝑎𝑛𝑑 𝜎2 =  

1

𝑛
  𝑥𝑖 − 𝑥  2 

𝑛

𝑖=1

𝑛

𝑖=1

 

𝑥  is the first moment of  X about the origin.  

Raw Moments for Ungrouped Data 

Definition:  If X1, X2, ………………..Xn are n values of the variable X, the r
th

 raw 

moment of X about any point A is defined as-  

𝑚𝑟
′ =  

1

𝑛
  𝑥𝑖 − 𝐴 𝑟  ; 𝑟 = 0,1,2…… ..               

𝑛

𝑖=1

 

So,                                                                                                (always) 

𝑚0
′ =  

1

𝑛
  𝑥𝑖 − 𝐴 0 =   1 

𝑚1
′ =  

1

𝑛
  𝑥𝑖 − 𝐴 1 =    𝑥 − 𝐴  

𝑚2
′ =  

1

𝑛
  𝑥𝑖 − 𝐴 2      

𝑚3
′ =  

1

𝑛
  𝑥𝑖 − 𝐴 3 

𝑚4
′ =  

1

𝑛
  𝑥𝑖 − 𝐴 4 

In particular, if the r
th

 raw data about origin, i.e. for A = 0 is  



 

 

𝑚𝑟
′ =

1

2
 𝑥𝑖

𝑟  

so that, 

𝑚0
′ =

1

𝑛
 𝑥𝑖

0 = 1 (𝑎𝑙𝑤𝑎𝑦𝑠) 

𝑚1
′ =

1

𝑛
 𝑥𝑖 = 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑡𝑒 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 

𝑚2
′ =

1

𝑛
 𝑋𝑖

2 

𝑚3
′ =

1

𝑛
 𝑋𝑖

3 

 

𝑚4
′ =

1

𝑛
 𝑋𝑖

4 

Raw Moments for the Grouped Data 

If the given values are in the form of a frequency distribution, 

Table 1.1 

Value of Xi        (x) X1, X2, ………Xi………..Xn 

Frequency f1, f2, ………fi………..fn 

The formula for moments about the point A takes the form 

𝑚𝑟
′ =  

1

𝑛
  𝑥𝑖 − 𝐴 𝑟 ;     𝑟 = 0,1,2…… ..                  

𝑛

𝑖=1

 

Table 1.2 

Class Interval Mid-point of the class frequency 

 x1 

x2 

„ 

„ 

„ 

„ 

xi 

f1 

f2 

„ 

„ 

„ 

„ 

fi 



 

 

„ 

„ 

„ 

xn 

„ 

„ 

„ 

fn 

Total ---- N= 𝑓𝑖 

We shall write it as “ xi/fi       (I=1,2,……..n) distribution” 

Where xi is class mark of the i
th

 class, or its value of the variable X (Table 1.1), fi is its frequency 

and N=  𝑓𝑖 is total frequency. (number of observations)  

If A=0, 𝑚𝑟
′  is r

th
 raw moments about natural origin. 

𝑚0
′ =

1

𝑛
 𝑓𝑖𝑥𝑖

0 =
1

𝑛
 𝑓𝑖 = 1 (𝑎𝑙𝑤𝑎𝑦𝑠) 

𝑚1
′ =

1

𝑛
 𝑓𝑖𝑥𝑖 = 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑡𝑒 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 =  𝑥  

𝑚2
′ =

1

𝑛
 𝑓𝑖𝑥𝑖

2 

𝑚3
′ =

1

𝑛
 𝑓𝑖𝑥𝑖

3 

𝑚4
′ =

1

𝑛
 𝑓𝑖𝑥𝑖

4  

Central Moments  

If the arbitrary origin of moments of variable X is taken as arithmetic mean i.e. A = 𝑥  the 

moments are called central moments.  

Definition:  For ungrouped data X1, X2, ………………..Xn the r
th

 central moment of 

variable X is given by   

𝑚𝑟 =  
1

𝑛
  𝑥𝑖 − 𝑥  𝑟 ;     𝑟 = 0,1,2…… ..                  

𝑛

𝑖=1

 

If the given values are classified into a frequency distribution, xi/fi (i=1,2,……..n), the r
th

 

central moment is given by  

𝑚𝑟 =  
1

𝑛
  𝑥𝑖 − 𝑥  𝑟 ;     𝑟 = 0,1,2…… . .

𝑛

𝑖=1

 



 

 

xi being the mid-value of i
th

 or x
th

 value of the variable (as the case may be) class and fi its 

frequency 

Evidently, we have  

𝑚0 = 1 

and  

𝑚1 = 0 (𝑎𝑙𝑤𝑎𝑦𝑠) 

 

The second central moment of variable X is variance of the distribution i.e. 

𝑉  𝑥 =  𝑚2 =  
1

𝑛
  𝑥𝑖 − 𝑥  2;      𝑓𝑜𝑟 𝑢𝑛𝑔𝑟𝑜𝑢𝑝𝑒𝑑 𝑑𝑎𝑡𝑎 

𝑛

𝑖=1

  

and 

𝑉  𝑥 = 𝑚2 =  
1

𝑛
 𝑓𝑖 𝑥1 − 𝑥  𝑟 ;      𝑓𝑜𝑟 𝑢𝑛𝑔𝑟𝑜𝑢𝑝𝑒𝑑 𝑑𝑎𝑡𝑎 

𝑛

𝑖=1

  

Third and fourth central moments for ungrouped and grouped data are- 

 

                     𝑚3 =  
1

𝑛
  𝑥𝑖 − 𝑥  3;      𝑓𝑜𝑟 𝑢𝑛𝑔𝑟𝑜𝑢𝑝𝑒𝑑 𝑑𝑎𝑡𝑎 

𝑛

𝑖=1

  

𝑚3 =  
1

𝑛
 𝑓𝑖 𝑥𝑖 − 𝑥  3;      𝑓𝑜𝑟 𝑔𝑟𝑜𝑢𝑝𝑒𝑑 𝑑𝑎𝑡𝑎 

𝑛

𝑖=1

  

 

𝑚4 =  
1

𝑛
  𝑥1 − 𝑥  4;      𝑓𝑜𝑟 𝑢𝑛𝑔𝑟𝑜𝑢𝑝𝑒𝑑 𝑑𝑎𝑡𝑎 

𝑛

𝑖=1

  

𝑚4 =  
1

𝑛
 𝑓𝑖 𝑥1 − 𝑥  4;      𝑓𝑜𝑟 𝑔𝑟𝑜𝑢𝑝𝑒𝑑 𝑑𝑎𝑡𝑎 

𝑛

𝑖=1

  

Raw Moments expressed in terms of central moments 

Just as central moments can be expressed in terms of moments about an arbitrary origin 

A, so a moment about an arbitrary origin is expressible in terms of central moments.  



 

 

𝑚′
1 = 𝑥 − 𝐴,𝑎𝑛𝑑 

𝑚𝑟
′ =  

1

𝑛
 𝑓𝑖 𝑥𝑖 − 𝐴 𝑟  

=  
1

𝑁
 𝑓𝑖 𝑥𝑖 − 𝑥 + 𝑥 − 𝐴 𝑟

𝑖

 

=  
1

𝑁
 𝑓𝑖{ 𝑥𝑖 − 𝑥  + 𝑚′1}𝑟

𝑖

 

=  
1

𝑁
 𝑓𝑖    𝑥𝑖 − 𝑥  𝑟+𝑟𝑐1

 𝑥𝑖 − 𝑥  𝑟−1𝑚′1+𝑟𝑐2
 𝑥𝑖 − 𝑥  𝑟−2𝑚1

2 + 𝑚1
𝑟 

𝑖

 

=  
1

𝑁
 𝑓𝑖
𝑖

 𝑥𝑖 − 𝑥  𝑟 + 𝑟𝑐1

1

𝑁
 𝑓𝑖 𝑥𝑖 − 𝑥  𝑟−1𝑚′1 + 𝑟𝑐2

 𝑓𝑖 𝑥𝑖 − 𝑥  𝑟−2𝑚1
2 + 𝑚1

𝑟

𝑖𝑖

 

=  𝑚𝑟 + 𝑟𝑐 𝑖𝑚𝑟−1𝑚1
1 + 𝑟𝑐 𝑖𝑚𝑟−2𝑚1

2 + ⋯……… .𝑚1
𝑟               

In particular, 

𝜇2 = 𝜇2 + 𝜇1
2 

𝜇3 = 𝜇3 + 3𝜇2𝜇1 + 𝜇1
3 

𝜇4 = 𝜇4 + 4𝜇3𝜇1 + 6𝜇2/𝜇2 + 𝜇1
4 

These formulae help us to obtain the moments about any point A, if the central moments 

are known. 

Effect of change or origin and scale on central moments 

If we change the origin of x on some point A and scale by h. The new variable u is 

defined 𝑢 =
𝑥−𝐴


 as so that x=A+ hu, 𝑥  =A +h𝑢  and 

𝑚𝑟 =  
1

𝑛
 𝑓𝑖 𝑥𝑖 − 𝑥  𝑟  

=  
1

𝑛
 𝑓𝑖 𝑢𝑖 − 𝑢  𝑟  

= 𝑟
1

𝑁
 𝑓𝑖 𝑢𝑖 − 𝑢  𝑟

𝑖

 

=  𝑟𝑚𝑟 𝑢  



 

 

𝑤𝑒𝑟𝑒 𝑚𝑟
(4)

=
1

𝑁
 𝑓𝑖 𝑢𝑖 − 𝑢  𝑟  

Thus, r
th

 central moment of variable X is h
r
 times r

th
 central moments of variable U. So 

we conclude that central moment is unaffected by change of origin but it is affected by change of 

scale. 

 Skewness: 

 Above, it has been seen that the measures of central tendency are deals with the location 

around which the mostly data or values are placed and the measures of dispersion deals with the 

variability. However, above both do not give much idea about the distribution. Here skewness is 

a measure which gives an idea regarding shape of the frequency distribution. When frequency 

distribution is not symmetrical it is supposed to be skewed.  

A distribution is said to be skewed if mean, median and mode are not equal, quartiles are 

not placed on equidistance from median and also the curve of the distribution be asymmetrical 

and stretched more to one side than to other side.  

Some measures of skewness are: 
 

 Absolute skewness = Mean – Mode 
 

 The Karl Pearson coefficient of measure of Skewness:  
 

𝑆𝑘 =  
𝑀𝑒𝑎𝑛 −𝑀𝑜𝑑𝑒

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
 

 

 If mode is not well defined than 
 

𝑆𝑘 =  
3(𝑀𝑒𝑎𝑛 −𝑀𝑒𝑑𝑖𝑎𝑛)

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
 

if 

Mean=Median=Mode 𝑆𝑘 = 0 Data is symmetrical 

𝑀𝑒𝑎𝑛 < 𝑀𝑜𝑑𝑒  or 

𝑀𝑒𝑎𝑛 < 𝑀𝑒𝑑𝑖𝑎𝑛 

𝑆𝑘 < 0 Data is negatively skewed 

𝑀𝑒𝑎𝑛 > 𝑀𝑜𝑑𝑒  or 

𝑀𝑒𝑎𝑛 > 𝑀𝑒𝑑𝑖𝑎𝑛 

𝑆𝑘 > 0 Data is positively skewed 

 

The limits of Karl Pearson‟s coefficient of skewness is lies between -3 to 3.   
 

 The Bowley’s coefficient of measure of Skewness: 

 It is also famous as Quartile coefficient of skewness. 

 

𝑆𝑘 =  
𝑄3 + 𝑄1 − 2𝑄2

𝑄3 − 𝑄1
 

 



 

 

𝑄3−𝑄2 = 𝑄2 − 𝑄1 𝑆𝑘 = 0 Data is symmetrical 

𝑄3+𝑄1 <  2𝑄2 𝑆𝑘 < 0 Data is negatively skewed 

𝑄3+𝑄1 > 2𝑄2 𝑆𝑘 > 0 Data is positively skewed 

𝑄1 = 𝑄2 𝑆𝑘 = +1  

𝑄2 = 𝑄3 𝑆𝑘 = −1  

 

The limit of Bowley‟s coefficient of skewness is occurs between -1 to 1.   

 

 
Kurtosis: 

 It gives an idea regarding the flatness or peakedness of the distribution. The peakedness 

and flatness are usually taken as relative to a normal bell shaped symmetric curve. 

 In terms of kurtosis, the normal curve (bell shaped) is called mesokurtic. If any curve is 

additional peaked than normal curve, is identified as leptokurtic. And if the curve is more flat 

than normal, is known as platykurtic.  



 

 

 
In above figure, the middle curve is mesocurtic curve or Normal Bell shaped curve.  The 

curve which one is more peaked is leptokurtic; and another is flatter than normal curve, is 

platykurtic. 
 

 The measure of kurtosis is, 

𝐾𝑢 =
 
  (𝑥𝑖 −  𝑥 )4𝑛

𝑖  
𝑛  

  
  (𝑥𝑖 −  𝑥 )2𝑛

𝑖  
𝑛  

2

 

  

If,  
 

𝐾𝑢 = 0 Curve is normal or mesokurtic 

𝐾𝑢 < 0 Curve is platykurtic 

𝐾𝑢 > 0 Curve is leptokurtic 

 


